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A Computational Platform for
Visible Light Communications

Felipe Barboza da Silva and Wallace Alves Martins

Abstract— This paper proposes a computational platform for
simulations of visible light communication (VLC) systems. Special
emphasis is placed on the modeling of light-emitting diode and its
nonlinear aspects, optical channel, and photodiode. In addition,
the equalization performance of VLC systems is assessed using
adaptive filters, such as Volterra decision-feedback equalizer. Bit
error rate results indicate that adaptive nonlinear techniques
outperform linear-in-parameter approaches when it comes to
coping with VLC nonlinearities.
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I. INTRODUCTION

Visible light communication (VLC) is a technique that
employs light to transmit data. When compared to traditional
radiofrequency (RF) communications, the key components that
enable VLC to work are a light-emitting diode (LED), respon-
sible for transforming electrical signals into light signals at the
transmitter, and a photodiode, responsible for converting this
optical signal into a corresponding current level at the receiver
end. VLC provides an unregulated spectrum from 400 THz
to 800 THz, while RF-based communications occupy a band
from 3 kHz to 300 GHz, which means VLC overall frequency
band is 10, 000 higher than RF’s. This is one of the reasons
why VLC is considered to be an alternative solution that
addresses the RF spectrum scarcity by relieving this crowded
frequency band. Moreover, VLC has some other benefits as
compared to RF, such as the aforementioned non-regulated
spectrum, non interference with most electromagnetic waves
used in applications, which allows its use in hospitals and
airplanes, no health regulations to restrict the transmitted
power, low deployment cost, just to mention a few.

Precursors of modern VLC systems date back to 1880s with
the photophone [1], developed by Alexander Graham Bell.
More recently, VLC technology flourished in the late 1990s,
when LED traffic lights were employed to broadcast audio
messages to drivers [2]. In the early 2000s, a Japanese research
group connected VLC to power line communication (PLC),
while using white LEDs for both illumination and transmitting
data purposes [3], [4]. Since the 2000s, lots of works in VLC
popped up, including [5], which is one of the first papers to
present actual experimental results. An open-source platform
for developing practical VLC solutions is detailed in [6].
However, to the best of our knowledge, no work focusing
on developing an open-source simulation environment for this
application has been presented.

This work proposes a practical computational platform for
VLC, which can be used, for instance, to analyze the bit
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error rate (BER) for an on-off keying (OOK) under a given
bit rate and signal-to-noise ratio (SNR), or to compare the
performance of two different modulation schemes, among
other possible uses. The platform uses some models from
the literature for the main components (Section II) of a VLC
system, namely, LED, optical channel, and photodiode. First, a
model for the LED frequency response is employed, following
the proposal in [7]. Then, a model that relates the LED
nonlinear I-V curve is used [8], followed by a modeling of the
inherent nonlinear effect of the electrical-to-optical conversion,
which is based on a study conducted in [9]. The proposed
simulator also considers an optical channel and noise model
based on [10]. A simple scheme for the receiving photodiode is
considered, treating it as a simple gain. It is worth mentioning
this work employs the parameters of a specific commercial
LED, such as maximum electrical power, I-V curve, but the
user can change them easily (Section III).

Another contribution of this paper is the evaluation of some
adaptive equalization techniques in the VLC context using the
proposed simulator. The performance of linear-in-parameter
and Volterra-based nonlinear structures are assessed for both
forward and decision-feedback equalizers (Section IV).

II. VLC SYSTEM OVERVIEW

The work principle of a VLC system is quite simple. The
data to be transmitted is mapped into an electrical signal,
which is converted to light using an LED. This light signal
propagates through the air (free space) until it reaches the
receiver where it is transformed over again into an electrical
signal using a receiver sensor. This process resembles what
occurs in radiofrequency (RF) communications, except for the
electrical conversion to light at the transmitter and the inverse
process at the receiver. Nevertheless, in the RF framework the
amplitude of the received electrical signal is usually a linear
function of the electrical field, instead of nonlinear as in the
VLC case [10]. VLC schemes employ intensity modulation
(IM), where the data to be transmitted is modulated varying
the luminous intensity of the emitted light [10]. At the receiver,
the fluctuations in the light luminosity are converted into a
proportional current level by the photodiode. This process is
the so-called direct detection (DD) [10].

In order to clarify the entire process of sending and re-
ceiving data through a VLC system, consider the following
mathematical modeling: let a baseband discrete-time signal
s[n] represent a data signal mapped from a given modulation
scheme (OOK, PAM, PPM, etc). Before passing through the
LED, s[n] must be converted into either current or voltage,
depending on the LED driving circuit. This paper considers a
voltage-based driving circuit, so that the LED input signal is

Vin[n] = VDC + αs[n], (1)
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where VDC ∈ R+ is a DC voltage bias added to ensure Vin[n]
is nonnegative, and α ∈ R+ is a voltage constant, which
is chosen to keep the LED input signal inside a predefined
operational range. From (1), one can see that Vin[n] is a signal
comprised of a DC part, VDC, and an AC part, αs[n], where
Vmax will denote the maximum amplitude of Vin[n]. The so-
called modulation index (MI) [11] quantifies how much the
amplitude of the data signal Vin[n] varies around VDC, i.e.

MI =
∆V

VDC
=
Vmax − VDC

VDC
. (2)

If MI and VDC values are predefined parameters, then by
using (1) and (2) one can write an expression for α as

α =
MI·Vmax

(MI + 1) max{s[n]} . (3)

Once the LED input signal model was presented, the
computational process to convert Vin[n] into a corresponding
current level is modeled by the I-V LED curve, as will be
better explained in Section III. The product of Vin[n] and
its corresponding current is then translated into a certain
level of luminous intensity signal, I[n], according to the
LED luminous efficacy. After that, I[n] is convolved with a
linear time-invariant filter h[n], which emulates the light signal
propagation through the air (optical channel [10]), and then is
converted to a corresponding current level r[n] corrupted by a
zero-mean white Gaussian noise g[n] at the receiver [12]. The
resulting received signal is described by

r[n] = R {A · (I ∗ h)[n]}+ g[n], (4)

where ∗ represents a linear convolution operation, A ∈ R+

is the photodiode (PD) detection area, and R{·} denotes the
PD responsivity [A/W]. A simplified block diagram of a
VLC system is shown in Fig. 1. Next section describes some
computational models for LED, optical channel, and receiver
that will be incorporated in the computational platform.

LED h[n]
s[n] I[n]

PD
r[n]

g[n]

Fig. 1. Simplified VLC model.

III. VLC SIMULATOR MODELING

In this section, some intrinsic effects induced by the VLC
components, such as LED frequency response in the case
of the transmitter, DC gain in the case of the channel, and
wavelength responsivity of the photodiode, are modeled.

A. LED Model
The LED is usually the component that generates the most

severe distortion effects on a VLC system. For instance, the
LED very limited bandwidth, the nonlinear relation between
the voltage applied to the LED and the corresponding output
current, and the nonlinear conversion of instantaneous electri-
cal power to instantaneous luminous intensity are issues that
will be modeled in this paper. To do that, a low cost white
LED, whose datasheet can be found in [13], is considered.

1) Frequency-Response Model: Low cost white LEDs fea-
ture low-pass frequency response, where the 3-dB bandwidth
is usually around 2 MHz [14]. The frequency-response model
adopted in this paper is the one proposed in [7], where the
authors performed an experiment to measure the frequency
response F (ω) of a commercial white LED, approximated as:

F (ω) =

{
e−|ω|/ω1 , if |ω| < ωc
e−|ωc|/ω1e|ωc|/ω2e−|ω|/ω2 , otherwise,

(5)

where ω1 = 2π · 3.26, ω2 = 2π · 10.86, and ωc = 2π Mrad/s.
In order to employ this frequency response model in a digital
environment, F (ω) should be truncated and sampled at a rate
ωs, generating the discrete-time model Fs(ejω). This work
assumes that s[n] denotes a pre-filtered data signal, as in [15].

It is worth mentioning that, even though the LED used in [7]
is different from the one employed in this paper, the frequency
response modeled by (5) will be used here; nonetheless, the
proposed computational platform encapsulates this part so that
the user can easily change it.

2) I-V Curve Model: After defining the LED input signal
and its frequency response, it is necessary to model the beha-
vior of the LED current as a function of the input voltage [8]:

ILED[n] =

{
Is(e

Vin[n]/nLEDVT − 1), if Vin[n] ≥ 0

0, otherwise,
(6)

where Is ∈ R+ represents the saturation current, nLED ∈ R+

is the LED ideality factor, and VT denotes the thermal voltage.
The LED current grows exponentially with voltage; however,
there is a region where current varies approximately linearly
with voltage, thus suggesting that the operational point (VDC)
should be set within this region.

The resulting instantaneous electrical power is

Pelectrical[n] = Vin[n] · I[n], (7)

which now must be converted into optical power. As will be
shown, this conversion may be nonlinear, depending on the
level of the instantaneous electrical power.

3) Electrical-to-Optical Conversion Model: In the linear
region of the I-V curve, the luminous intensity is proportional
to the electrical power, i.e., I[n] = Pelectrical[n]· η, where
η ∈ R+ is an electrical-to-optical conversion factor. Neverthe-
less, there is a certain level of electrical power where the
luminous intensity saturates, i.e., part of the electrical power
is dissipated as heat. This effect can be modeled as [9]:

I[n] =
Pelectrical[n]· η(

1 +
(
Pelectrical[n]·η
Imax[n]

)2k)1/2k
, (8)

where k ∈ R+ is a knee factor that adjusts the smoothness
of the luminous intensity saturation, and Imax ∈ R+ is the
maximum luminous intensity emitted by the LED. Fig. 2
illustrates the conversion using (8) for different values of k.

Note that the nonlinear effect imposed by the electrical-to-
optical conversion is directly connected to MI in (2). Indeed,
when MI increases, the maximum allowed value for the LED
input signal also increases, leading to a higher degree of
nonlinearity imposed by the I-V curve, and possibly, causing
saturation in the LED’s electrical-to-optical conversion.
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Fig. 2. Nonlinear behavior of luminous intensity for different k’s.

After modeling the main effects imposed by an LED when
it is working as a VLC transmitter, the next step is to consider
an optical channel model from the literature and incorporate
it to the computational platform developed in this paper.

B. Optical Channel Model
In [16] the authors proposed a model for wireless infrared

channel that is also suitable for VLC systems:

h(t) = H(0)
6a6

(t+ a)7
u(t), (9)

where H(0) denotes the DC gain, a = 12
√

11/13D, with D
denoting the root mean square (RMS) delay spread of the
channel, and u(t) denotes the unit step function. In an optical
channel, D is usually in the order of nanoseconds. Therefore,
if a VLC system is working in a bit rate remarkably lower
than a few Gbps, (9) can be approximated by a Dirac im-
pulse, giving rise to channel without intersymbol interference
(ISI). As this work considers bit rates in the order of Mbps,
h[n] ≈ 2π

ωs
H(0)δ[n] in the discrete-time domain.1

The model employed in this work for H(0) considers that
the angular distribution of radiant output power of the LED can
be modeled with a generalized Lambert law [17]. In addition,
it is assumed that the optical channel features a line-of-sight
(LOS), i.e., the direct path between transmitter and receiver is
not obstructed. Based on those assumptions, one has

H(0)LOS ≈
{
A
d2
m+1
2π cosm(φ)cos(θ), if | θ

FOV | ≤ 1

0, otherwise,
(10)

where FOV denotes the photodiode field of view, and
m = − ln 2/ ln(cosΦ1/2), with Φ1/2 being the LED’s half-
power angle. As for φ and θ, consider Fig. 3, in which the
vectors rT, rR ∈ R3×1 respectively denote the LED and pho-
todiode positions, and n̂T, n̂R ∈ R3×1 represent the normal
vectors to their surfaces. Then, φ is the angle between n̂T and
(rR − rT), while θ is the angle between n̂R and (rR − rT).

It is important to highlight that, as in the RF case, the
optical channel is also corrupted by an additive noise, which
is modeled at the receiver as zero mean white Gaussian [12].

C. Receiver Model
The receiver model employed in this paper is represented

only by a gain R, which is the photodiode conversion factor.

1δ[n] denotes a discrete unit impulse.

d

φ

θ

LED

PD

n̂T

n̂R

rT

rR

0

Fig. 3. Geometry of the LED and photodiode.

Indeed, it was considered that the photodiode exhibits a flat
response over the entire visible spectrum. This was assumed
for the sake of simplicity and does not affect the generality
of this work. It is worth mentioning that the bandwidth of a
photodiode is often much greater than the LED’s.

IV. TRANSCEIVER EQUALIZATION

This section describes some equalization techniques, focu-
sing on adaptive filtering methods to equalize the received
signal provided by the VLC simulator.

VLC systems suffer from inherent nonlinear effects, mostly
imposed by the LED. Besides, LEDs also introduce some
ISI due to their memory. Moreover, the VLC channel may
be shadowed, i.e., the transmitted luminous intensity may
be severely attenuated by an obstacle. Therefore, adaptive
nonlinear techniques are more capable to cope with these
issues and should yield better results than linear equalizers
with fixed taps.

A. Adaptive Linear-in-Parameter Forward Equalization
In an adaptive filtering context, the equalization technique

consists of minimizing some function of the error between the
training sequence and the equalizer outputs. The filter’s input
signal vector and weights are given as

x[n] =
[
x[n] x[n− 1] · · · x[n−N ]

]T
, (11)

w[n] =
[
w[n] w[n− 1] · · · w[n−N ]

]T
, (12)

where N + 1 is the adaptive filter length. It is important to
emphasize that the samples of input signal vector x[n] are
zero-mean normalized versions of the signal r[n] (see Fig. 1).
This pre-processing must be performed to adjust r[n] to the
receiver dynamic range of operation.

Considering the error equation as e[n] = d[n]−w[n]Tx[n],
where d[n] represents the desired signal (training sequence),
the adaptive filter coefficients may be updated according to
the normalized least-mean-square (NLMS) algorithm [18]:

w[n+ 1] = w[n] +
µ

x[n]Tx[n] + δ
e[n]x[n], (13)

where µ ∈ [0, 1] is the step-size parameter and δ ∈ R+ is a
regularization factor.

B. Adaptive Volterra Forward Equalization
The Volterra filter is a versatile type of nonlinear structure.

Practical systems that perform nonlinear operations on the
inputs to produce outputs can be modeled via Taylor series.
The truncation of a Taylor series expansion can approximate
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the nonlinear system behavior as a function of weighted
combinations of products of the input samples [18], [19],
describing a large class of nonlinear systems [19].

In the adaptive Volterra filtering scheme, the output
should follow a Volterra series [18], generating the expan-
ded vectors x[n] and w[n], increasing the filter length to
(N + 1) + (N + 1)2. These vectors are represented here using
the second-order Volterra series, as follows:

x[n] =



x[n]
...

x[n−N ]
x2[n]

x[n]x[n− 1]
...

x[n]x[n−N ]
...

x[n−N ]x[n−N + 1]
x2[n−N ]


, w[n] =



w0[n]
...

wN [n]
w0,0[n]
w0,1[n]

...
w0,N [n]

...
wN,N−1[n]
wN,N [n]


. (14)

It is worth highlighting that the Volterra kernel has redundant
terms, e.g., x[n]x[n− 1] = x[n− 1]x[n]. These redundancies
will be disregarded on both x[n] and w[n] vectors so as to
reduce the filter length to (N + 1) +

[
(N+1)2+(N+1)

2

]
, thus

decreasing the computational burden. In addition, the authors
in [11] show that a second-order Volterra kernel is able to
cope with the VLC nonlinearities, justifying why this paper
considers only linear and quadratic terms of the Volterra series.

The process of training the adaptive Volterra filter is the
same as in the linear-in-parameter case, except for some mild
modifications. In (13), the vectors x[n] and w[n] should be
replaced by x[n] and w[n], respectively.

C. Adaptive Decision-Feedback Equalization
The basic idea behind DFE is to use past symbols to

improve the detection performance of the present symbol [20].
DFE consists in a feedforward filter (FF), a feedback filter
(FB), and a decision device that introduces a nonlinearity in
the equalization process, as illustrated in Fig. 4. The FF and
FB filters can be linear-in-parameter or nonlinear filters (e.g.
Volterra). The input signal vector and the weights for the FF
and the FB filters are

x[n] =
[
x[n] x[n− 1] · · · x[n− LFF]

]T
, (15)

wFF[n] =
[
wFF[n] · · · wFF[n− LFF]

]T
, (16)

ŷ[n] =
[
ŷ[n] ŷ[n− 1] · · · ŷ[n− LFB]

]T
, (17)

wFB[n] =
[
wFB[n] · · · wFB[n− LFB]

]T
, (18)

where LFF and LFB represent the length of the feed-
forward and feedback filters, respectively. Then, the DFE
output is y[n] = wDFE[n]TxDFE[n], where wDFE[n] =
[wFF[n]T wFB[n]T ]T , and xDFE[n] = [x[n]T ŷ[n]T ]T .

V. PERFORMANCE EVALUATION

This section assesses the performance of the techniques
described in Subsection IV-A (linear-in-parameter forward
equalization), Subsection IV-B (Volterra forward equalization),
and Subsection IV-C (linear-in-parameter DFE and Volterra
DFE) using the data obtained from the proposed computational

FF

Filter

Decision
Device

Training

Sequence

FB

Filter
z−1

z−L

y[n]

e[n]

x[n]
ŷ[n]

Fig. 4. Adaptive DFE.

platform. The methodology consists in: training the adaptive
filters, describing the resulting mean squared error (MSE),
and using filters obtained after convergence in the equalization
process, presenting their respective bit error rates (BERs).

A. Simulation Procedures
The simulations to train the adaptive filters used 1000

independent runs, step-size µ = 0.8, an SNR of 30 dB, and a
4-PAM symbol constellation with a bandwidth of 1 MHz. The
SNR computation disregards the DC component used to ensure
the transmitted signals are nonnegative and to set the LED
to its operational point. It was considered a distance between
LED and photodiode of 10 cm, which were treated as perfectly
aligned, leading to φ = θ = 0◦. The LED has half-power angle
of Φ1/2 = 15◦. The photodiode’s responsivity, detection area,
and FOV were set as R = 0.5, A = 1 cm2, and FOV = 25◦,
respectively. The knee-factor in (8) was k = 2, inducing a high
degree of nonlinearity in the electrical-to-optical conversion.
The DC bias in the simulations was 3.25 V, chosen so as to
place the operational point around the middle of the linear part
of the aforementioned LED I-V curve.

The parameter N = 11 led to a total length of 12 for the
linear-in-parameter filters, and 122+12

2 + 12 = 90 for Volterra
filters. In the case of DFE and Volterra DFE, FF and FB filter
lengths were LFF = 12 and LFB = 12. Due to the Volterra
kernel, the FF section length of DFE Volterra is also increased
to 90. Those parameters were chosen following [11]. For BER
simulations, 40000 symbols were transmitted and 1000 Monte
Carlo runs were performed.

B. Simulation Results
Fig. 5 shows the learning curve of the equalization techni-

ques presented in this paper. One can note in Fig. 5b and
Fig. 5d that the nonlinear equalizers achieved the smallest
MSEs, especially the Volterra DFE. Nonetheless, the speed
of convergence of Volterra-based filters is much slower than
the linear-in-parameter filters due to the difference of lengths.
In addition, as the modulation index increases, a higher degree
of nonlinearity is imposed on the system, either by the larger
signal excursion in I-V curve, or by the LED electrical-to-
optical conversion, thus increasing MSE.

Fig. 6 depicts BER for different electrical SNR levels. Once
again, the DFE Volterra is the one that achieved the best
results, as shown in Fig 6d, obtaining a BER of 2× 10−5

for SNR = 30 dB and MI = 0.1. Volterra equalizer achieved
results close to Volterra DFE’s in Fig 6b.
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(a) Linear-in-parameter forward equalization. (b) Volterra forward equalization. (c) Linear-in-parameter DFE. (d) Volterra DFE.

Fig. 5. MSE learning curves for different MI’s.
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Fig. 6. BER vs. SNR using the adaptive filter after convergence for different MI’s.

VI. CONCLUSIONS

This paper proposed a practical computational platform for
VLC. It described the models for LED, such as frequency-
response and electrical-to-optical conversion, and some key
aspects of the optical channel and photodiode models. Adap-
tive techniques were evaluated under the task of equalizing the
data signal provided by the simulator, indicating that Volterra-
based equalization schemes are better than linear-in-parameter
techniques, particularly when the nonlinearity level imposed
by the VLC system is high. As future works, the computational
platform will be tailored to employ models for non-line-of-
sight optical channels, as well as a larger number of LEDs and
photodiodes, allowing the simulation of MIMO systems. The
codes of the proposed computational platform can be found
in [21].
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