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Abstract— This paper presents the proposal and validation of
an algorithm to solve equivalent circuits of semiconductor optical
amplifiers (SOAs). The developed simulator shows strong agree-
ment with Ansys Circuit results. Building upon this simulator, we
investigate the use of two FIR-based filters and a PID controller
to reduce switching time and equalize the SOA output signal.
Comparisons in terms of rise time and overshoot are presented
for all three methods.
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I. INTRODUCTION

Semiconductor optical amplifiers (SOAs) are electro-optical
devices capable of providing optical gain. This gain arises
from carrier population inversion in an electroluminescent
structure, enabling stimulated emission of photons by external
optical injection. Among the many SOA applications, we high-
light wavelength conversion, optical pulse-burst generation,
optical carrier suppression/reuse, and the spatial switching of
optical signals [1].

In optical-switching scenarios, an SOA can both switch the
signals and provide optical gain to the transmitted signal. The
primary parameters of interest in such applications include
rise time, overshoot, undershoot, and oscillation time. In [2],
the pre-impulse step-injected current (PISIC) technique was
introduced to reduce SOA switching times, while [3] extends
the concept by using multiple impulses (MISIC), combined
with an improved microwave design. Additionally, to capture
the electrical and optical dynamics, several studies have im-
plemented numerical models matched to experimental data.
For instance, [4] presents computational models, supported by
experimental measurements, for three different SOAs.

Recently, artificial-intelligence-based algorithms have been
explored to reduce rise time, settling time, and overshoot in
SOA switching. In [5], a comparative study of particle swarm,
ant colony, and genetic algorithms achieved settling times of
542 ps with an overshoot of only 4.8%. Reference [6] further
reported settling times below 610 ps and overshoot under 2.2%
using the particle swarm optimization (PSO) algorithm.

Building on the small-signal equivalent circuits presented
in [4], the present work proposes three approaches to shorten
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the optical pulse rise time and reduce overshoot in SOA-
based switches. The first two methods are based on offline
FIR (Finite Impulse Response) pre-filtering of the SOA’s
electrical drive signal. Finally, a closed-loop PID (Propor-
tional–Integral–Derivative) controller is employed to shape the
SOA drive signal [7], [8]. Comparisons are carried out among
these three methods. As an additional contribution, we develop
and validate a Python-based simulator of equivalent circuits for
SOAs.

The article is organized into four sections. Section II
discusses in detail the simulations of the SOA equivalent
circuit, while Section III presents the results of the proposed
algorithms for optical-pulse optimization. Finally, Section IV
provides the main conclusions.

II. EQUIVALENT CIRCUIT MODEL OF THE SOA

In this section, we present the construction of the SOA
equivalent circuit based on the experimental results shown in
[4], followed by a validation procedure using Ansys Circuit
software and a custom Python algorithm.

A. Equivalent Model Construction

An SOA can be viewed as a semiconductor laser with highly
reduced facet reflectivity. Because of this similarity, our study
builds upon the microwave circuit model for semiconductor
lasers introduced in [9].

In this model, the chip’s resistive (R), inductive (L), and
capacitive (C) elements (CS , RS , CSC , Cd, R1, LS , RS1, and
RS2) create electro-optical resonances. The overall impedance
of the SOA is also influenced by parasitics in the packaging
(CP , LP , and RP ). To further improve the model’s fidelity,
we include additional coupling-circuit elements (R, Ca, L2,
C2, L3) and a transmission line, yielding the full equivalent
circuit depicted in Fig. 1.

From an experimental setup, the magnitude of the overall
system impedance was measured. Using these measurements,
we extracted the lumped RLC parameters for three different
SOAs (CIP, ETEK, and InPhenix), shown in Table I.

These parameterized SOA models can be applied to simulate
a variety of scenarios. In this work, we focus on the SOA’s
behavior as an optical space switch.

A Python-based algorithm was developed to analyze the
equivalent SOA circuits. It implements the circuit in Fig. 1
for each of the three SOA types. Broadly, the algorithm:
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Fig. 1: Schematic representation of the lumped RLC param-
eter fitting.

TABLE I: Parameters of SOAs CIP, Etek, and InPhenix.

Parameter SOA CIP SOA Etek SOA InPhenix

R (Ω) 46 47 46
Ca (pF) 0.16 0.14 0.20
L2 (nH) 5.8 7.8 2.7
C2 (pF) 10 1.8 2.0
L3 (nH) 1.3 0.7 2.9
Cp (pF) 30 14 1.9
Lp (nH) 1.23 0.4 1.0
Rp (Ω) 0.6 0.2 0.5
Cs (pF) 1 1 1
Rs (Ω) 0.5 0.5 0.5
Csc (pF) 200 200 200
Cd (pF) 400 400 400
R1 (Ω) 9 9 9
Ls (nH) 0.11 0.11 0.11
Rs1 (Ω) 0.45 0.45 0.45
Rs2 (µΩ) 6 6 6

• Computes the Fast Fourier Transform (FFT) of input
signals,

• Builds the nodal admittance (Y ) matrix and source vector
(voltage/current) at each frequency,

• Stamps all relevant elements (e.g., RF components, bias
tee, coaxial line, SOA parameters) into the Y matrix,

• Solves the frequency-domain system to obtain the output
current,

• Performs the Inverse Fast Fourier Transform (IFFT) to
reconstruct the time-domain output current.

To validate this custom tool, we compared our results with
those from the commercial software Ansys Circuit. The main
inputs are time-domain signals (a step voltage plus a bias
current), together with the coaxial line, bias-tee, and SOA
characteristics, plus the sampling rate.

B. Validation of the Equivalent Model

Three case studies were conducted to validate the Python
implementation:

1) Equivalent circuit without transmission line, using a step
input,

2) Equivalent circuit with a 5 cm transmission line, using
a step input,

3) Equivalent circuit with the same 5 cm line, using both a
step input and a PISIC signal.

First, the circuit was simulated without a transmission
line. The input was a 5 V step from 2 ns to 7 ns, while a
constant 85 mA bias current was maintained (Fig. 2). Under
these conditions, the rise times for the InPhenix, CIP, and
ETEK SOAs were found to be 0.42 ns, 0.37 ns, and 0.48 ns,
respectively, with corresponding overshoot values of 7.62%,
28.10%, and 6.35%.
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Fig. 2: Simulation 1 (no transmission line) with a step input:
(a) input voltage and bias current; (b) output current.

Next, we introduced a 5 cm transmission line while main-
taining the same bias current and step voltage. In Fig. 3, a
noticeable delay appears, corresponding to the propagation
along the line. In this scenario, the rise times for the InPhenix,
CIP, and ETEK devices became 0.35 ns, 0.32 ns, and 0.41 ns,
respectively, while the overshoot values were 4.20%, 27.97%,
and 2.84%, respectively.

0.0 2.5 5.0 7.5 10.0
Time (ns)

0

1

2

3

4

5

Vo
lta

ge
 (V

)

0

20

40

60

80

100

C
ur

re
nt

 (m
A

)

(a)

0 2 4 6 8 10
Time (ns)

50

100

150

200

C
ur

re
nt

 (m
A

)

InPhenix
CIP
ETEK
Ansys 
Python 

(b)

Fig. 3: Simulation 2 (5 cm transmission line) with a step input:
(a) input voltage and bias current; (b) output current.

Finally, to validate the PISIC-technique combiner, we in-
jected a step input supplemented by a short current pulse
(PISIC) starting at 2 ns and lasting 1 ns. A 3 dB loss was
assumed in the combiner. In this case, based on the results
shown in Fig. 4, the rise times dropped to 0.27 ns (InPhenix),
0.27 ns (CIP), and 0.28 ns (ETEK). As expected, the overshoot
also increased, reaching 9.78%, 39.11%, and 8.70% for the
three SOAs, respectively. Overall, good agreement was ob-
served between the custom Python solver and Ansys Circuit.
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Fig. 4: Simulation 3 (5 cm transmission line) with a step input
plus a PISIC pulse: (a) input voltage and bias current; (b)
output current.

III. TECHNIQUES FOR IMPROVING THE OPTICAL PULSE

Three different approaches were explored in order to reduce
the rise time and overshoot of the optical pulse produced by
SOAs. The first two methods rely on offline FIR pre-filtering
of the SOA’s electrical drive signal, while the third method
investigates the use of a PID closed-loop controller.

A. FIR-Based Pre-Filtering of the Signal

In the first approach, we employ a FIR filter to pre-filter
the SOA drive signal in an attempt to invert the SOA channel
response, denoted by h[n]. The idea is to compensate, in
advance, for the distortions introduced by the physical SOA
equivalent circuit, so that the output optical pulse is equalized.
Figure 5 schematically illustrates this procedure.
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Fig. 5: Block diagram for obtaining and applying the inverse
impulse response.

By definition, the impulse response h[n] of a system is the
output observed when the input is a unit impulse. Accordingly,
we feed a discrete-time impulse (one nonzero sample) into the
equivalent circuit and record its output as h[n]. To validate
this impulse-based approach, we compare two scenarios using
a step input:

• The full equivalent circuit solved in the frequency do-
main,

• The time-domain convolution of the same step input with
h[n].

Figure 6 shows excellent agreement between the two methods.
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Fig. 6: Comparison between the frequency-domain circuit
solution and the time-domain convolution of the step input
with h[n].

1) Inverse FIR Filter for the SOA Model: After obtaining
h[n], we compute its inverse impulse response hinv[n] to
equalize the SOA output. Figure 7 illustrates both h[n] and one
example of its inverse filter. A minimum-phase system is both
causal and stable, with all transfer-function zeros lying strictly
inside the unit circle [10]. In our case, the circuit response is
not strictly minimum-phase, so we use approximate strategies
for inversion.
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Fig. 7: Filter 1: (a) measured impulse response of the SOA
circuit; (b) a complex (non-minimum-phase) inverse.

One common formulation for the inverse filter exploits the
regularized least-squares approach, as illustrated in (1):

Hinv(f) =
H∗(f)

|H(f)|2 + ε
, (1)

where H(f) is the Fourier transform of h[n], ε is a small
regularization factor, and Hinv(f) is the frequency-domain
representation of the inverse [10]. This method helps avoid
division by near-zero values of |H(f)|, but typically introduces
additional delay in the overall system response.

Because the circuit is not strictly minimum-phase, the
inverse filter tends to be noncausal or exhibits extra oscillatory
components at the beginning and end of the filtered waveform.
Although this filter successfully reduces rise time, overshoot,
and settling time, it imposes latency proportional to the filter
length. Figure 8 shows an example of the resulting magnitude
response after combining h[n] with its inverse, and Fig. 9
displays the time-domain waveforms.

In Fig. 9, the inverse-filtered step drive shows noticeable
pulses near the edges, mimicking the PISIC/MISIC approach
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Fig. 8: Overall magnitude response Hinv(f) ·H(f). Perfect in-
version would be flat, but non-minimum-phase effects remain.
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Fig. 9: Resulting input (filtered step) and output waveforms
after applying the offline inverse filter. Note the reduced rise
time but added delay.

by injecting additional energy exactly where the SOA requires
it. The output current step is consequently more “square,”
with lower overshoot and faster settling. However, an obvious
latency appears before the output rises, tied to the FIR filter’s
length.

2) Forcing Causality and Minimum Phase: To reduce the
extra delay, one can shift or “roll” the inverse impulse response
so that it commences near its most significant amplitude peak.
This approach approximates a causal filter by discarding or
moving the earlier noncausal portion of the impulse response.
Figure 10 shows an example of an inverse FIR constrained
to have a near-minimum phase characteristic by suitable
windowing and phase adjustment.
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Fig. 10: Example of an inverse FIR filter designed by matching
only the magnitude response and forcing near-minimum-phase
behavior.

This causal, magnitude-based inverse filter often yields a

lower rise time but tends to increase overshoot, since it pushes
any “pre-cursor” energy to the very beginning of the pulse. As
shown in Fig. 11, these techniques resemble the PISIC/MISIC
strategies: they achieve faster transitions but risk added ringing
or overshoot. Such trade-offs must be weighed against the
latency introduced by purely offline noncausal inverses.
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Fig. 11: Input and output waveforms for a magnitude-based,
near-minimum-phase inverse filter. Overshoot is more promi-
nent but rise time is improved.

B. PID Control

Finally, a PID-based control approach was investigated to
regulate the SOA drive signal in real time. In this scheme, the
error signal is reduced through proportional (P) and integral
(I) actions, with an anticipatory component added by the
derivative (D). The total control input at time index k is given
by [8]:

u[k] = uP + uI + uD

= Kp e[k] +Ki eint[k + 1] +Kd
e[k]− e[k − 1]

dt

(2)

where Kp, Ki, and Kd are the proportional, integral, and
derivative gains, respectively. The term e[k] is the error at
the k-th time instant, while eint[k + 1] is the accumulated
integral of the error up to (k+1). Figure 12 shows a schematic
representation of this control loop.

PID 

CONTROL
SOA Model ℎ[𝑛]

Input Output

Fig. 12: Schematic diagram of the PID controller applied to
the SOA model.

The PID loop is driven by an impulse-response represen-
tation of the SOA circuit. At each time step, the controller
computes the output current by convolving the past input drive
with the impulse response h[n]. The difference between the
desired (reference) current and the actual current serves as the
error to be minimized by the PID. By appropriately tuning
Kp, Ki, and Kd, the controller is able to accelerate the SOA’s
transient response (reducing its rise time) and simultaneously
mitigate overshoot.
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Figure 13 illustrates an example in which a step-like optical
pulse demand is placed at a chosen time instant, and the PID
acts to shape the electrical drive signal so that the circuit output
more closely follows the target amplitude. As shown, the PID-
driven input achieves a smaller overshoot compared to a raw
step input, although the degree of improvement depends on
the controller gains.
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Fig. 13: Comparison of input (PID drive) and output currents
using the SOA model with an embedded PID controller.

C. Comparison of the Proposed Techniques
Table II summarizes the main switching parameters for each

method, using the plain step input as a baseline. Here, we
consider two representative FIR-filtering approaches:

• Filter 1 (Noncausal Inverse): Provides the best rise time
and low overshoot, yet introduces significant latency due
to its filter length.

• Filter 2 (Causal/Minimum-Phase Inverse): Offers a mod-
erate rise time and slightly higher overshoot compared
to Filter 1, but avoids large latency. Its settling time,
however, is relatively poorer than the other methods.

Finally, the PID controller shows a balanced performance
across all parameters, reducing rise time and overshoot si-
multaneously, albeit not matching the absolute minimal rise
time of Filter 1. Its key advantage is adaptability and minimal
imposed latency compared to an offline FIR solution.

TABLE II: Comparison of Switching Parameters for Different
Techniques.

Parameter Step (Baseline) Filter 1 Filter 2 PID

Rise Time (ps) 320 120 180 260
Overshoot (%) 7.32 4.74 21.29 39.25
Settling Time (ns) 1.82 0.14 4.22 1.76

As shown in Table II, Filter 1 delivers the lowest rise time
and keeps overshoot small, but its offline noncausal nature
induces a larger latency. Filter 2 provides a good compromise
in terms of rise time and simplicity, yet overshoot increases
significantly, and the settling time becomes the highest among
the investigated approaches. The PID control method offers
an intermediate rise time with lower latency than Filter 1, a
more modest overshoot than Filter 2, and a settling time that
remains competitive compared to the other solutions. Thus, the
optimal choice depends on the design priorities among speed,
overshoot, settling behavior, and implementation constraints.

IV. CONCLUSIONS

This work proposed and validated an algorithm for solving
equivalent circuits of semiconductor optical amplifiers. The
custom Python-based simulator demonstrated close agreement
with commercial results from Ansys Circuit. Additionally,
two FIR-based filtering techniques and a PID controller ap-
proach were investigated to reduce the SOA switching time
and equalize the optical output signal. Comparisons of rise
time, overshoot, and settling time were carried out for all
three methods. As future work, we intend to evaluate the
SOAs’ nonlinearities and experimentally validate the proposed
techniques.
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