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Impact of aerial and ground users coexistence on
user-centric D-MIMO networks

Wilker de O. Feitosa, Igor M. Guerreiro, Fco. Rodrigo P. Cavalcanti, and Maria Clara R. Lobão

Abstract— Distributed multiple-input multiple-output
(D-MIMO) is a promising network technology for 5G-
beyond systems due to their capability of providing better
coverage and more reliable communication. In this context,
several access points with small antenna arrays are spread
over the coverage area to perform joint coherent transmission,
possibly with user-centric clustering strategies, different from
conventional cellular massive multiple input multiple output
(MIMO) technology comprising fewer base stations equipped
with large antenna arrays. Besides, uncrewed aerial vehicles
(UAVs) are mobile devices with increasing demand in the
context of 5G-beyond systems, and due to their 3D mobility,
they represent a challenge in terms of network resource and
interference management. Thus, this work presents a resource
allocation analysis of a D-MIMO network in which UAVs
and ground UEs (GUEs) coexist. Some network parameters
are varied and their impact are studied, such as clustering
approach, use of orthogonal bands and UAV load. Simulation
results indicate that UAV coexistence with GUEs in general
does not decrease the network performance beyond what would
be expected by an equal load of GUEs in typical propagation
conditions. In the considered scenario, adding UAVs deteriorates
65% less than adding the equal amount of GUEs.
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I. INTRODUCTION

As the fifth generation (5G) systems implementation grows
in popularity around the world, the demand for higher speed
commmunications, larger coverage, diversified use cases and
reliable connection increase at even faster pace [1]. This leaves
an important responsibility for the beyond fifth generation
(B5G) and sixth generation (6G) systems. To tackle those
demands a series of technologies and architectures are being
proposed [2]. In this context, the distributed multiple-input
multiple-output (D-MIMO) technology arises with the promise
of more uniform quality of service (QoS), high data rates and
increased interference handling capabilities [3], [4].

The D-MIMO networks consist of a large number of access
points (APs) with few antennas per AP over a relatively
small coverage area. The APs in a D-MIMO network operate
in a highly cooperative manner, and to ensure the network
scalability and feasibility those APs tend to form clusters for
serving users/groups of users [5].
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Fig. 1. Illustration of a D-MIMO network serving different types of UEs.

The uncrewed aerial vehicles (UAVs), with their aerial
mobility capability, are a type of user equipment (UE) already
considered in legacy networks [6] and envisioned to be in
significant demand by the time of 6G deployment. Their
channel propagation properties are different from the ones
usually observed in ground user equipments (GUEs), and thus
their presence in mobile networks demands attention due to
new interference and mobility patterns [6], [7].

The contribution of this work is thus the investigation of
the co-existence of UAVs and GUEs in a D-MIMO network.
More precisely, different case studies are described towards
the evaluation the the impact of adding aerial UEs on: i) The
per-UE SE; ii) The resource allocation policy; iii) The user-
centric clustering strategy typically adopted for GUEs. The
key findings of this work are two fold: UAV coexistence in
D-MIMO does not lead to spectral efficiency (SE) degradation,
and the clustering formation algorithm tends to have different
behaviors for the UAVs and GUEs. This and other results
shown in the rest of this paper help to enlighten the radio
resource allocation policy a network operator has to face when
managing a network under aerial UE load.

II. SYSTEM MODEL

Consider the uplink of a D-MIMO network consisting of
L APs, each equipped with S uniform linear arrays (ULAs)
of N antenna elements each, and K single-antenna UEs. The
system operates on time division duplex (TDD) mode.

The UEs are split into two groups: KUAV aerial UEs, or
simply UAVs, and KGUE ground-based users or simply GUEs,
so that K = KUAV +KGUE. Moreover, the APs are considered
to have an ideal fronthaul with a central processing unit (CPU).
Figure 1 illustrates the considered D-MIMO network.

A. User-centric cluster strategy

This work assumes the formation of user-centric clusters,
i.e., each UE can be connected to multiple APs depending on
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its channel gain. The dynamic cooperation clustering (DCC)
concept for user-centric D-MIMO is an adaptation of the well-
known Coordinated Multi-Point (CoMP) interference mitiga-
tion framework [8]. For each user, the cell-free DCC basically:

1) sets the AP with the best channel gain as the master AP;
2) assigns other APs that serve only users with orthogonal

pilots and that are within a channel gain threshold range.
As benchmark, UEs can be connected to all APs within the

coverage area, although this is shown not to be scalable [5].

B. Propagation Model

The radio link between a UE transmitter and an AP receiver
is considered to follow a Rician Single Input Multiple Output
(SIMO) channel model, in which the Rayleigh components
are correlated. The propagation channel hk,l,s ∈ CN between
user k and the array s at the AP l is defined as:

hk,l,s =

√ K̄k,l

K̄k,l + 1
ak,l,s +

√
1

K̄k,l + 1
h
(w)
k,l,s

√βk,l,s ,

(1)
where K̄k,l is the Rician K-factor, ak,l,s ∈ CN is the
array steering vector, h(w)

k,l,s ∼ N (0,Rk,l,s) is the correlated
Rayleigh fading component, Rk,l,s ∈ CN×N is the channel
correlation matrix as in [9]. Finally, βk,l,s is the large-scale
coefficient defined as:

βk,l,s = 10
PLk,l+SHk,l+Gk,l,s

10 , (2)

in which PLk,l is the path-gain, SHk,l is the correlated
shadow fading with standard deviation of σSH , and Gk,l,s is
the antenna gain. Note that these three large-scale parameters
are in dB scale.

The large-scale parameters and the Rician K-factor depend
on the line-of-sight (LoS) state and are modeled as in [10]
for GUEs, and as in [11] for UAVs, considering an urban
micro (UMi) scenario for both UE groups.

C. Antenna Modelling

The AP’s antennas are directional with radiation pattern as
described in [12]. Thus, to obtain 360◦ coverage, the APs are
three-sectorized, meaning that their S = 3 ULAs’ maximum
gain in azimuth domain are spaced 120◦ from each other.

The steering vectors that compose the channel in (1) are
defined as follows:

ak,l,s =
[
u1
k,l,s . . . u

M
k,l,s

]T
, (3)

um
k,l,s = ej

2π
λ (m−1)d sin θk,l,s cos γk,l,s , (4)

where d is the antenna spacing, θk,l,s and γk,l,s are the Angle
of Arrival (AoA) in elevation and azimuth domains, respec-
tively. The arrays are considered to be tilted by θtilt radians.

The antenna gain in (2) is drawn from the 3D gain func-
tion GA from [12], so that Gk,l,s = GA(θk,l,s, γk,l,s, θtilt),
representing the antenna pattern per element, which can be
calculated based on the following definitions:

GE(θ, γ, θtilt) = −min [− (GV (θ, θtilt) +GH(γ)) , Am] ,
(5)

where GV (θ, θtilt) and GH(γ), are the vertical and horizontal
gain, defined in [12], θ3dB = 15◦ and γ3dB = 70◦ are the
vertical and horizontal half power beamwidth (HPBW) angle
and Am = 20 dB is the maximum antenna attenuation.

D. Channel Estimation

A pilot-assisted channel estimation procedure is assumed
in this work. There are τp = K orthogonal pilot signals
ϕ1, . . . , ϕτp of length τp with ||ϕt||2 = τp, so no pilot con-
tamination is considered. Similar to [3], the signal received at
the AP is cross-correlated with the normalized pilot sequence
transmitted by the UEs, so the resulting signal at the AP is:

ztk,l,s =
∑
i∈Pk

√
piτphi,l,s + ntk,l,s , (6)

where ztk,l,s is the signal received at the AP l in the array s
arriving from user k using the pilot tk; pi is the transmitted
power from UE i; hi,l,s is the channel between UE i and
the AP l in the array s; ntk,l,s ∼ N (0, σ2IN ) is the noise at
the receiver and finally Pk is the subset of UEs that use the
same pilot, which in this case has always cardinality one.

The channel estimate ĥk,l,s is then obtained by applying
a minimum mean square error (MMSE) estimator, yielding:

ĥk,l,s =
√
pkτpRk,l,sΨ

−1
tk,l,s

ztk,l,s , (7)

where Ψtk,l,s = E{ztk,l,szHtk,l,s} is the correlation matrix of
the signal in (6), and Rk,l,s denotes the correlation matrix of
channel hk,l,s in (1).

E. Receiver Processing and SE

The SE will be used as a Key Performance Indicator (KPI)
in this work. The channel estimation process described above
will be performed by the AP and then sent to the CPU along
with the local signal estimate for the final decoding. The uplink
complex baseband signal yl,s ∈ CN received by the AP l at
the array s is given by:

yl,s =

K∑
k=1

hk,l,ssk + nl,s , (8)

where si is the symbol transmitted by the UE i and nl,s ∼
NC(0, σ

2IN ). Now let vk,l,s be the combining vector used by
the AP l at the array s to locally estimate the symbol sk from
user k. In this work, the local MMSE (L-MMSE) combiner
will be used, as according to [13], it is the combiner that
maximizes the SE when only local data is used:

vk,l,s =pk

(
K∑
i=1

pi

(
ĥi,l,sĥ

H
i,l,s +Ci,l,s

)
+ σ2IN

)−1

Dk,l,sĥk,l,s , (9)

where Ck = diag(Ck,1,1, . . . ,Ck,L,S); Ck,l,s =
E{ĥk,l,sĥ

H
k,l,s} and Dk,l,s is a block-diagonal matrix related

to the cluster of arrays that serves the user k [5]. When
the local AP estimates arrive at the CPU, the latter linearly
decodes its information using large scale fading decoding
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(LSFD) [3]. Let gk,i =
[
vH
k,1,shi,1,s . . .v

H
k,L,shi,L,s

]
be the

received-combined channels between the UE k and each of
the APs. The optimal LSFD weights wk for maximizing
the signal to interference-plus-noise ratio (SINR) are given
by [14]:

wk = pk

(
K∑
i=1

piE{gk,ig
H
k,i}+ Fk + D̃k

)−1

E{gk,k} .

(10)
where for numerical regularization D̃k ∈ RLS×LS is
a diagonal matrix whose dl,s is one if the AP l does
not serve the user k in the array s and zero otherwise;
Fk = diag

(
E{||Dk,1,1vk,1,1||2} . . .E{||Dk,L,Svk,L,S ||2}

)
∈

CLS×LS . Using (10), the SINR can be calculated in its
simplified form as:

SINRk =pkE{gH
k,k}

(
K∑
i=1

piE{gk,ig
H
k,i}

− pkE{gk,k}E{gH
k,k}+ Fk + D̃k

)−1

E{gk,k}.

(11)

The SE in this scenario can be calculated as:

SEk =

(
1−

τp

τc

)
log2 (1 + SINRk) , (12)

in which τc is the length of the coherence block and τp denotes
the duration of the uplink channel estimation phase.

III. IMPACT OF AERIAL UE COEXISTENCE: CASE STUDIES

In this section three case studies related to the aerial and
ground UEs coexistence in D-MIMO networks are described.
The goal is to evaluate the impact of adding aerial UEs on:
i) The per-UE SE; ii) The resource allocation policy; iii) The
user-centric clustering strategy typically adopted for GUEs.

The D-MIMO network described in Section II is assumed
to be configured as if all UEs are ground ones, then impacting
both antenna and signal processing configuration at both
ends. Numerical evaluation will be presented and discussed
in Section IV.

A. Case study 1: SE evaluation under aerial UE load

In this case study, all APs are available to serve the UEs, i.e.,
no clustering is configured. Aerial UEs coexist with ground
ones, i.e., both UE types share the same resources. Under
such a network setup, the service provider needs to assess
the impact of adding some aerial UE load in the per-UE SE.

To this end, the per-UE SE is evaluated for a first UE load
comprising only GUEs, and compared with the cases when
the UE load is twice as high as the first load with:

1) GUEs and aerial UEs with equal proportion.
2) only GUEs.
3) only aerial UEs.
The rationale behind this assessment is to understand

whether aerial UEs degrade the system performance in terms
of per-UE SE, which may influence service provider decisions
related to network optimization.

B. Case study 2: Resource allocation under aerial UE load

This case study can be seen as a follow-up of the previ-
ous one. Nevertheless, here the system bandwidth is sliced
into equal bandwidth parts (BWPs). Then, each UE category
operates on orthogonal separate BWPs.

In this context, the aerial UE coexistence is investigated
in a more explicit manner. It is of interest to understand
whether any SINR improvement aerial UEs may benefit from
can compensate for the explicit bandwidth decrease.

C. Case study 3: Cluster configuration under aerial UE load

In this case study, the well known DCC [5] is evaluated as a
means to carry out user-centric AP clustering in the D-MIMO
network, as described in Section II-A. The same channel gain
threshold is adopted independently of the type of UE, i.e.,
aerial or ground.

The per-UE SE and the per-UE cluster size are evaluated
for different values of the threshold. Here, it is important to
understand whether the cluster strategy can be performed with
a single channel gain threshold under both aerial and ground
UEs. Otherwise, a hybrid approach would be necessary to
avoid unnecessary radio resource usage by aerial UEs.

IV. NUMERICAL EVALUATIONS

In this section the D-MIMO network described in Section II
is simulated for different configurations to obtain numerical
evaluations in terms of:

• SE according to (12);
• Link capacity;
• Cluster size.

In the first part of this section, a small network is simulated, in
which the impact of the UE load is analyzed. In the second part
of this section, a larger scenario is simulated. Then, to cope
with scalability, the cell-free DCC is included in the model
and its impact on performance is analyzed.

A. Evaluation of Case Study 1

In this subsection, the impact of the presence of UAVs
on the SE is investigated. More specifically, the system load
is stressed either by adding new UAVs to the network or
changing the UAV/GUE proportion. The impact of each UE
type on KPIs is also addressed. Notice that UAVs and GUEs
share the same radio spectrum resources.

Considering the scenario described in Section II and using
the parameters in table I, the Fig. 2 presents SE empirical
cumulative distribution functions (ECDFs) for different pro-
portions between UAVs and GUEs. Along this subsection,
these curves will be compared in terms of system load or QoS.

For this first analysis, our base scenario is represented by
the black curve, which corresponds to the UEs’ SE in a
system following the parameters on Table I, but with only
5 GUEs using the network’s resources. Now let us consider
the arrival of new users that will share the same resources as
the existing GUEs. Initially, we assume the addition of 5 UAVs
in the system, which is represented by the red curves. In this
first case, the continous red curve represent the SE ECDF
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TABLE I
SMALL NETWORK PARAMETERS.

Parameter Value
Coverage area 300x300 m
Number of APs L = 9
Number of Sectors per AP S = 3
Number of users K = [5, 10]
UAV percentage [0, 50, 100]%
Carrier frequency fc = 2 GHz
Communication bandwidth W = 20 MHz
GUE and AP heights 1.5 m, 11.5 m
UAV height uniform, [23, 230] m
Uplink power per UE pk = 100 mW
Antenna spacing d = (1/2)λ
GUEs σsh (LoS, NLoS) 4, 8.2 dB
UAVs σsh (LoS [11], NLoS) max(2, 5ehUAV/100), 8 dB
LoS probability model (GUEs,UAVs) [10],[11]
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Fig. 2. SE curves for various UE loads.

of the GUEs affected by the arrival of the UAVs and the
dotted red curve represent the ECDF of the UAVs in the
system. For the case of the UAVs, it can be noticed that
all the UAVs have a SE above 1.6 bps/Hz starting from the
10th percentile, and regarding the GUEs, the most perceptible
variation occurs around the 50th percentile, in which the red
continous curve has an SE approximely 0.45 bps/Hz lower
than the base scenario.

For the second case, consider that instead of 5 UAVs,
5 GUEs are added to the system, thus generating the green
continous curve as the SE for all users. In the case of
the GUEs, adding 5 more users is equivalent to double the
system load, which as expected, descreases the SE through all
the ECDF and, similarly to the previous case, the most notice-
able variation happens on the vicinity of the 50th percentile, in
which the green curve presents an SE roughly 1 bps/Hz lower
than the case with only 5 GUEs. Futhermore, based on our
analysis of the two cases of users arrival, it can be concluded
that is more stressful for the system to increase the number
of GUEs than the number of UAVs, by the same quantity.

Additionally, the yellow dotted line represents the case in
which only UAVs are served in the network, resulting in a UE
load of 10 UAVs. Observe that having 10 UAVs is the same
as changing 5 GUEs to 5 UAVs in the first arrival case. Now,
comparing the yellow dotted curve with red dotted one, it can
be seen an overall improvement in the UAVs SE, indicating
that UAVs interfere less among themselves.

B. Evaluation of Case Study 2

Now let us consider the following question: Would perfor-
mance improve if we set up two separate independent networks

for GUEs and UAVs, by dividing the available frequency
bandwidth into two equally orthogonal sub-bands?

In other words, we are considering the impact of adopt-
ing a radio resource management policy that segregates the
available sub-carriers depending on the UE type, not unlike a
network slicing that divides radio resources to different types
of services.
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Spectral Efficiency [bps/Hz]

0.0
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independent system

Fig. 3. Per-UE SE curves for both systems.

The Fig. 3 presents a comparison between two systems with
5 GUEs and 5 UAVs and with the same total bandwidth, both
following the parameters on Table I. The so called integrated
system is the one in which a single band is shared by all UEs
irrespective of its category (the same system configuration of
the previous sub-section). The independent system configu-
ration is the one in which the same total bandwidth is split
into two equal bandwidth parts of equal size. The channel
estimation in both systems occurs without pilot contamination.

As it can be seen in Fig. 3 the integrated system outperforms
the independent one in terms of per-UE SE, even for UEs
in poor SINR conditions (on or below the curve’s 10-th
percentile). The integrated system is surely under more strain
from increased co-channel interference, but the outstanding in-
terference management capabilities of user-centric D-MIMO is
able to supress its deleterious effects, rendering the coexistence
of GUEs and UAVs in the same frequency resources seamless
to the network operator. Additionaly, the L-MMSE combiner
is optimal considering a distributed operation.

At last, taking the result exhibited on Fig. 3 and our
analysis in consideration, it can be concluded that in order
to provide better QoS while assuring a superior use of the
network resources, namely a better SE, advanced interference
mitigation techniques tend to yield a more decisive role than
simply isolate the users in different orthogonal radio resources.

C. Evaluation of Case Study 3

The simulation parameters summarized in Table II were
used for the remaining simulation results, in which a larger
network is considered. Our objective in this subsection is to
evaluate the performance of DCC for different channel gain
threshold values.

The DCC technique is an effective clustering method to a
cell-free network that yields SE values close to all APs trans-
mission [5]. This conclusion was verified in our GUE/UAV
mixed scenario as well, as it can be observed in Figure 4, in
which the worst case SE penalty from restricting the cluster
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TABLE II
SIMULATION PARAMETERS.

Parameter Value
Coverage Area 1000x1000 m
Number of APs L = 100
Tilt angle θtilt = 5°
Number of Sectors per AP S = 3
Number of users K = 20
UAV percentage 20%
Carrier frequency fc = 2 GHz
Communication bandwidth W = 20 MHz
GUE and AP heights 1.5 m, 11.5 m
UAV height uniform, [23, 230] m
Uplink (UL) power per UE pk = 100 mW
Antenna spacing d = (1/2)λ
GUEs σsh (LoS, NLoS) 4, 8.2 dB
UAVs σsh (LoS [11], NLoS) max(2, 5ehUAV/100), 8 dB
LoS probability model (GUEs,UAVs) [10],[11]
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Fig. 4. SE curves varying cluster threshold.
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Fig. 5. Cluster size curves varying cluster threshold.

size is in the order of 16.6% and 7.6% at the 10-th percentile
level for GUEs and UAVs, respectively.

Regarding the distribution of the cluster size itself, Figure 5
shows that UAV clusters are much larger, a result expected
from its generally better path-gain under LoS. The UAVs’
larger cluster sizes explain their smaller SE penalties in Fig-
ure 4. On the other hand, if an explicit cluster size restriction
is imposed to all UEs (irrespective of its type), UAVs would
be more penalized. This can be inferred by fixing a cluster
size in the x-axis of Figure 5 and looking into the respective
percentile of UEs experimenting such scenario. For instance,
considering a threshold of -10 dB, by imposing a maximum
cluster size of 50, about 70% of UAVs would be affected while
no GUE would be impacted at all.

V. CONCLUSION

In this work, we studied how a user-centric D-MIMO
network performs when UAVs and GUEs co-exist. Aspects
considered in this work included the impact of adding UAVs

to a GUE-only scenario, performance for varying UAV/GUE
mixes and for different AP clustering approaches.

Our results show that, due to the outstanding interference
management capabilities of D-MIMO technology, the negative
impact that the increase in UAV load has on the network
performance is no greater (actually smaller) than the corre-
sponding impact that an equal increase in GUE load would
have. Our results also show that on the subject of clustering,
the large distinction between the UAVs and GUEs propagation
properties suggests that a clustering scheme must address
this difference to provide fair treatment for both UE types.
Otherwise, UAVs will always get much larger AP clusters,
yielding an imbalanced SE distribution and making UAVs
more sensitive to explicit cluster size restrictions.

The perspectives for future works starts with the understand-
ing that D-MIMO cellular networks can cope well with UAVs
in terms of its interference management capabilities. The case
in which cluster size is limited by network practical limitations
should be further investigated in the case of UAVs from both
a performance as well as a scalability perspective. Then a
focus on mobility management is warranted as the potential
high speeds and 3D mobility patters of UAVs are vastly
different from traditional smartphone-based GUEs. Solutions
using advanced artificial intelligence and machine learning for
both mobility management and dynamic cluster formation are
a promising research line to be pursued.
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