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User-Centric Distributed Massive MIMO Systems:
Is Scalability Beneficial for Indoor Environments?
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Abstract— This work investigates the impacts on the perfor-
mance of user-centric (UC) distributed massive multiple-input
multiple-output (D-mMIMO) networks when following scalability
requirements in indoor and outdoor environments. Initially, D-
mMIMO systems used the canonical approach, connecting all
radio units (RUs) to all user equipment (UEs), but this approach
proved impractical. In response, scalable systems emerged, which
require limiting the number of UEs that a RU can serve.
Therefore, to investigate whether this scalability criterion is
equally effective in indoor and outdoor environments, we first
propose a strategy that guarantees a minimum number of RUs
for each UE. Second, we present an approach that makes this
scalability requirement more flexible by increasing the number
of UEs that an RU can serve. The simulation results indicate
that in an indoor environment, the network presents better
spectral efficiency (SE) when more RUs serve the UEs. Also, the
proposed method shows an increase in average SE compared to
a scalable system and 47% less computational complexity (CC)
compared to an unscalable one. Furthermore, flexibilizing the
scalability requirement in the indoor environment allowed for the
improvement of SE but increased CC. However, in the outdoor
environment, for this same approach, there was a decline in SE
and an increase in CC.

Keywords— Distributed massive MIMO, indoor and outdoor
environments, scalability, spectral efficiency.

I. INTRODUCTION

User-centric (UC) distributed massive multiple-input
multiple-output (D-mMIMO), also known as cell-free (CF)
mMIMO stands out as one of the technological solutions
for future mobile communication networks (6G and beyond)
[1], [2]. In these systems, multiple radio units (RUs) are
distributed in the coverage area, and each user equipment
(UE) is served by a subset of RUs called a cluster of RUs. As
a result, UC systems can provide greater macro-diversity and
more uniform spectral efficiency (SE) compared to cellular
systems [3].

Initially, D-mMIMO systems adopted the approach called
canonical cell-free (CCF), where all RUs connect to all UEs,
generating a high complexity load with extensive signaling
on fronthaul/backhaul links and power consumption, rendering
the system unscalable [4], [5]. To address these issues, scalable
systems emerge with the requirement to limit the number
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of UEs per RU. This scalability requirement ensures that
the network resources remain finite even as the number of
UEs tends to infinity, making the system scalable [3], [4],
[6]. However, it is essential to investigate whether following
scalability criteria is equally beneficial for indoor and outdoor
environments, as several works in the literature claim that
meeting scalability requirements results in marginal losses in
network SE.

In this regard, this study investigates the effects that adher-
ing to scalability requirements may have on the performance of
UC D-mMIMO networks in indoor and outdoor environments.
To do so, we employ a method to ensure that a minimum
number of RUs serve the UEs of the network, providing an
alternative to improving SE for the environments by increasing
the number of connections within RU clusters serving UEs.
The methodology operates in two ways: one where scala-
bility requirements are not met and another where they are.
Additionally, we propose an approach that makes scalability
requirements more flexible, allowing each RU to serve more
UEs. Analyses are conducted considering different centralized
and distributed precoding techniques. Numerical results are
presented in terms of SE and computational complexity (CC).
The investigation involves varying key parameters, such as
the number of UEs that an RU can handle and the minimum
number of RUs that can serve a UE, to assess their impact
on indoor and outdoor environments. Insightful discussions
on the effects of meeting scalability requirements in different
environments are conducted.

Notation: Boldface lowercase and uppercase letters denote
column vectors and matrices, respectively, the superscript (·)H
denotes the conjugate-transpose operation, the N×N identity
matrix is IN , and the cardinality of the set A is represented
by |A|. The trace, euclidean norm and expectation operator
are denoted as tr( . ), ∥ . ∥ and E { . }, respectively, and the
notation NC

(
µ, σ2

)
stands for a complex Gaussian random

variable with mean µ and variance σ2.

II. SYSTEM MODEL

We consider a D-mMIMO system consisting of L RUs, each
equipped with N antennas, and K single-antenna UEs. The
total number of antennas considering all RUs is M = NL.
The RUs are connected to a central processing unit (CPU)
through fronthaul links that assumed to be error-free and able
to support the data traffic. The system operates in time-division
duplex (TDD) mode and considers that the uplink (UL) and
downlink (DL) channels are reciprocal. The channel vector
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hkl ∈ CN×1 between the UE k and RU l is modeled as an
independent Rician channel, being expressed as [7]

hkl =

√
κkl

1 + κkl
hLOS
kl ejθkl︸ ︷︷ ︸

hkl

+

√
1

1 + κkl
hNLOS
kl︸ ︷︷ ︸

h̃kl

, (1)

where hkl represents the deterministic line-of-sight (LOS)
component and h̃kl denotes the non-line-of-sight (NLOS)
component. The term θkl ∼ U [0, 2π) stands for random
phase shifts that may occur in the LOS component due to
UE’s mobility. The Rician factor κkl denotes the power ratio
between the LOS and NLOS components, defined as κkl =
pLOS/(1− pLOS), where pLOS represents the probability of
the LOS component existing, being zero for propagation links
that are exclusively NLOS. The LOS component between RU
l and UE k can be expressed as

hLOS
kl =

√
βkl

[
1, · · · , ej(N−1)π sin(φkl) cos(ϕkl)

]T
, (2)

where the azimuth angle is represented by φkl, ϕkl means
the elevation angle, and the large-scale fading gain, which
includes path loss and shadowing, is denoted by βkl. The
NLOS propagation undergoes a correlated Rayleigh fading,
being expressed as

hNLOS
kl =

√
RNLOS

kl gkl, (3)

where the vector gkl ∈ CN×1 is formed by elements that
are independent and identically distributed (i.i.d.) Gaussian
NC (0, 1) random variables (RVs). The correlation matrix
RNLOS

kl is calculated according to the Gaussian spatial corre-
lation model of local scattering presented in [6]. Then, leading
to R̃kl = E

{
h̃klh̃

H
kl

}
= RNLOS

kl /(κkl + 1).

A. Uplink Training

Each coherence block comprises τc complex-valued sam-
ples, where τp samples are dedicated for UL pilot signals, and
τd samples are reserved for DL data transmissions. During the
training phase, the UEs transmit pilot signals to the RUs to
estimate their communication channels. These pilot signals of
length τp are designed to be orthogonal to each other, and some
UEs can reuse a pilot tk if K > τp. Let Pk ⊂ {1, . . . ,K}
denote the subset of UEs assigned to the pilot tk. The received
pilot signal at RU l is given by [6]

ypilot
tkl

=
∑
i∈Pk

√
τpηi hil + ntkl, (4)

where ntkl ∼ NC
(
0N, σ2

ulIN
)

denotes the noise and ηi
corresponds to the power transmitted by UE i in the UL
direction. The channel estimation using the linear minimum
mean square error (LMMSE) can be computed as

ĥkl =
√
τpηkRklΨ

−1
tkl

ypilot
tkl

, (5)

where Rkl = E{hklh
H
kl} = (hklh

H

kl + R̃kl) e Ψtkl =

E{(ypilot
tkl

)(ypilot
tkl

)H} =
∑

i∈Pk
ηiτp(hilh

H

il + R̃il) + σ2
ulIN .

B. Downlink Data Transmission

In UC systems, each UE is associated with a subset of RUs
called an RU cluster, represented by Mk ⊂ {1, . . . , L}. The
connections between UE k and the RU are represented by a
diagonal matrix Dkl ∈ NN×N , defined as

Dkl =

{
IN if l ∈ Mk

0N if l /∈ Mk.
(6)

The set of UEs served by an RU is indicated by Dl, and are
limited to |Dl| ≤ Umax to ensure system scalability [3]. The
symbol intended for UE k is represented by sk ∈ C. The
received signal at UE k can be described as

ydl
k =

L∑
l=1

hH
klDklwklsk︸ ︷︷ ︸

Desired signal

+

K∑
i=1,i ̸=k

L∑
l=1

hH
klDilwilsi︸ ︷︷ ︸

Interfering signals

+ nk︸︷︷︸
Noise

, (7)

where xl =
∑K

k=1 Dklwklsk represents the data signal sent by
RU l, wkl denotes the precoding vector, and nk ∼ NC

(
0, σ2

dl

)
is the received noise. The terms sk e wkl satisfy E

{
∥sk∥2

}
=

1 and E
{
∥wkl∥2

}
= ρkl, with ρkl being the power allocated

to UE k relative to RU l.

C. Spectral Efficiency

The SE is a metric that quantifies the amount of data
transmitted in a wireless communication system relative to the
time and bandwidth available. The SE is expressed in bits/s/Hz
and an achievable DL SE can be computed as [3]

SEk =
τc − τp

τc
log2 (1 + SINRk) , (8)

where (τc − τp)/τc represents the pre-log factor, which is the
fraction of samples per coherence block used to transmit the
DL data. The term SINRk is the signal-to-interference-plus-
noise ratio (SINR), which can be given by

SINRk =

∣∣E{
hH
k Dkwk

}∣∣2
K∑
i=1

E
{
|hH

k Diwi|2
}
− |E {hH

k Dkwk}|2 + σ2
dl

, (9)

where wk ∈ CM×1 and hk ∈ CM×1 are, respectively,
the collective vectors of wkl and hkl. For instance, wk =[
wT

k1, ...,w
T
kL

]T
for l ∈ {1, · · · , L}. Moreover, Dk =

diag (Dk1, ...,DkL) ∈ NM×M stands for the diagonal block
matrix. Note that (8) represents the widely known hardening
bound, which is a capacity lower bound valid for any choice
of precoding vectors [3].

III. RU CLUSTER EXPANSION METHOD TO CONTROL
MINIMUM NUMBER OF RUS PER UE

This work proposes a strategy to ensure that each UE in
the network is connected to a minimum number of RUs,
denoted as Cmin, ∀K ∈ {1, . . . ,K}. The value of Cmin
is defined as 1 ≤ Cmin ≤ L. This strategy is designed
to operate in two ways: either not following the scalability
requirement or following it. The goal in both cases is to
increase the cardinality |Mk| of the RU clusters to enhance
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Fig. 1: Flowchart of the proposed approach to ensure that users
associate with a minimum number of RUs, denoted as Cmin.

SE. The flowchart shown in Fig. 1 provides an overview of the
operation of Cmin.

For the first case, when the scalability requirement is not
respected, as soon as a cluster of RU, denoted by |Mk|, is
created for the UE, the CPU checks if |Mk| is under the
condition of |Mk| < Cmin. If true, the CPU is activated to
connect the RUs with the strongest channel gain to make
|Mk| = Cmin. For this purpose, the subset Ek is created,
containing the indices of the RUs that do not serve the UE,
organized according to the strongest channel gain, βk1 ≥
βk2 ≥ . . . ≥ βkl, where βkl denotes the large-scale fading
of the k-th UE to the l-th RU. Then, the CPU calculates δk =
Cmin − |Mk|, where δk is the number of RUs needed for the
UE to reach Cmin. The CPU then performs the action Dkl =
IN on the first δk indices of the subset Ek.

For the second case, the algorithm follows the same logic
described previously until the calculation of the required RUs,
δk. Next, it checks if scalable expansion has been requested. If
so, the indices of the RUs in Ek that are serving the maximum
number of UEs, |Dl| = Umax, are discarded. After this step,
for the remaining RU indices in Ek, the CPU selects the δk
RUs with the highest channel gain to serve the UE. From
here on, the method described first will be referred to with
the prefix "N + the abbreviation of the RU cluster scheme +
Cmin", and the second by the "abbreviation of the RU cluster
scheme + Cmin".

IV. NUMERICAL RESULTS

We consider a D-mMIMO network composed of K = 20
UEs and L RUs with N antennas. The UEs are uniformly
distributed in a square area, and the RUs follow the hard core
point process (HCPP) arrangement. The propagation models
and line-of-sight (LOS) probabilities adopted are according to
3GPP TR 38.901 [8], using the Indoor Hotspot Open Office
(InH-open) model and Urban Micro (UMi) for indoor and

outdoor environments respectively. The simulations focus on
DL channels with a carrier frequency of 3.5 GHz and a
bandwidth of 100 MHz. The noise figure is 8 dB, and the UL
power is 22 dBm per UE in both environments. Additional
parameters include antenna spacing of 1/2 wavelength and a
shadow fading standard deviation of 4 dB. Other important
parameters are listed in Table I. Monte Carlo simulations were
performed for various RU/UE locations and different channel
realizations. The wraparound technique was used to balance
the interference at each RU. The RU clustering schemes from
[4], [3], and [9] are referred to as CCF, scalable cell-free
(SCF), and matched decision (MD), respectively. The local
partial MMSE (LP-MMSE) precoding for the distributed im-
plementation and partial MMSE (P-MMSE) for the centralized
implementation were chosen due to their better performance
[6], [10]. The CC is calculated as in [6], accounting for the
sum of the number of complex multiplications required from
the network for a generic UE to perform channel estimation
and generate the combining vectors in each coherence block.

TABLE I: Parameters for DL simulation.

PARAMETER INDOOR OUTDOOR
Number of RUs 20 100
Number of antennas 4 1
Coherence block samples 3750 200
RU and UE heights 3 m, 1.65 m 11.65 m, 1.65 m
RU total Tx power 15 dBm 23 dBm
Coverage area 100m× 100m 1km× 1km

In Fig. 2, we compare the performance of SE using scalable
RU clusters, SCF, and non-scalable clusters, CCF, in outdoor
and indoor environments.

In Fig. 2a, in the outdoor environment, the cumulative distri-
bution function (CDF) shows that the SE of SCF outperformed
that of CCF. This is because the channel gains are weak due to
the dimensions of the space, and allowing all RUs to serve all
UEs leads to reduced allocated power and increased network
interference. Therefore, creating RU clusters is an effective
strategy to increase SE in outdoor environments.

On the other hand, in Fig. 2b, a different behavior was
observed in the indoor environment: CCF showed better SE
performance compared to SCF. Specifically, for the 95% like-
lihood, P-MMSE increased SE by 1.5 bits, and LP-MMSE by
approximately 55%. This is due to the stronger channel gains
in this environment, resulting from the reduced dimensions
of the space. Therefore, connecting more RUs to the UEs
proved to be an effective strategy for increasing SE in indoor
environments.

In Fig. 3 and Fig. 4, the performance of the Cmin method in
the indoor and outdoor environments, respectively, are shown,
comparing the average SE and CC of the RU clusters. In
Fig. 3a, we observe that for both precodings, SCF + Cmin
shows marginal improvements in SE compared to SCF. This
occurs because when the RU clusters are created, most of
the RUs are already being used at maximum capacity |Dl| =
Umax. On the other hand, NSCF + Cmin in LP-MMSE shows
SE equal to CCF at Cmin = 12 and reaches its maximum value
at Cmin = 14; beyond this value, the precoding cannot handle
the interference and converges to SE values close to CCF.
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(a) Outdoor environment. Parameters setting:
L = 100, N = 1 e K = 20.
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(b) Indoor environment. Parameters setting:
L = 20, N = 4 e K = 20.

Fig. 2: Comparison of the SE in outdoor and indoor environ-
ments under Umax = 10.

(a) Average DL SE versus Cmin.

(b) Average CC versus Cmin.
Fig. 3: Average DL SE and CC achieved by varying Cmin in
indoor environment. Parameters settings: Umax = 10, K =
20, L = 20, N = 4.
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(b) Average CC versus Cmin.

Fig. 4: Average DL SE and CC achieved by varying Cmin in
outdoor environment. Parameters settings: Umax = 10, K =
20, L = 100, N = 1.

For P-MMSE, NSCF + Cmin shows higher SE as Cmin values
increase. This is allowed by the fact that P-MMSE can reduce
interference better than LP-MMSE.

In Fig. 3b, a constant increase in the average CC can be
observed as Cmin increases. This makes sense since more
UEs are connected to more RUs, and therefore, more channel
estimation and combining vectors are required in the network
system. However, for the controlled environment, we are
considering when the LP-MMSE of NSCF + Cmin reaches its
maximum average SE value, it shows a 47% lower CC than
that of CCF. While for P-MMSE, the cost of having higher
SE would require higher CC values.

In Fig. 4a, a typical behavior was observed for both pre-
codings in SCF + Cmin and NSCF + Cmin. The SE starts
overlapping with SCF, but as Cmin increases, the SE declines
due to the increased interference generated by the larger RU
clusters. Conversely, in Fig. 4b, as Cmin increases, the CC also
grows. Therefore, increasing the number of RUs per UE in the
outdoor scenario can degrade the SE and increase the network
CC.

In Fig. 5, the achievable average SE per UE and CC are
presented as functions of the maximum number of UEs each
RU can serve (Umax), varying Umax from 5 to 20. We did not
subject the SCF to this evaluation since it is naturally limited
to τp = Umax = 10. Instead, we used the scalable RU cluster
matched decision (MD) from [9].

In Fig. 5a, it can be observed that, for LP-MMSE, up to Umax
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(a) Indoor: average SE versus Umax

5 10 15 20U
max

1

2

3

4

5

6

7

A
v

er
ag

e 
S

E
 [

b
it

/s
/H

z]

(b) Outdoor: average SE versus Umax
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(d) Outdoor: average CC versus Umax

Fig. 5: Comparison of DL SE and CC under different scalability limits for indoor and outdoor environments. Parameters setting
for outdoor: L = 100, K = 20, N = 1. For indoor: L = 20, K = 20, N = 4.

= 10, the additional interference generated by the final cluster
of RUs is easily reduced. However, for values greater than this,
the interference increases, and the SE stabilizes. On the other
hand, P-MMSE manages to mitigate the interference as Umax
increases, reaching higher SE values. However, we can note
that in Fig. 5c, the cost of having a higher SE for P-MMSE
is a higher CC in the system. Whereas for LP-MMSE, its
maximum SE at Umax = 10 shows a 74.5% lower CC when
compared to CCF. Conversely, in Fig. 5b, the increase in
Umax in the outdoor environment becomes detrimental to the
network’s performance because the precodings cannot reduce
the added interference caused by the expansion of RU clusters,
and the allocated power is reduced for each UE, in addition
to the CC increasing, as shown in Fig. 5d, leading to network
losses.

V. CONCLUSIONS

This paper investigated the impacts of scalability require-
ments in outdoor and indoor environments in UC D-mMIMO
systems. A method was proposed to control the minimum
number of RUs serving the UEs and an approach that flexi-
bilize the scalability requirement by increasing the number of
UEs that RUs can serve. The results show that in the indoor
environment, SE increases when the scalability criterion is not
followed. In particular, LP-MMSE achieves maximum SE with
47% lower CC compared to CCF. When applying flexibility
in scalability requirements, indoor SE increases, and so does
CC. However, in particular, LP-MMSE achieves maximum
SE with 47% lower CC compared to CCF. In the outdoor
environment, there was a degradation in SE and an increase

in CC when using the proposed approaches. It is concluded
that applying the same scalability requirements in indoor and
outdoor environments results in different performances. There-
fore, it is essential to adapt cluster selection strategies for each
specific environment. Prioritizing scalability is advantageous
in outdoor environments. In indoor, strategies that expand the
size of RU clusters can enhance SE but will also raise CC.
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