
XLII BRAZILIAN SYMPOSIUM ON TELECOMMUNICATION AND SIGNAL PROCESSING - SBrT 2024, OCTOBER 01-04, 2024, BELÉM, PA 

A Weighted QoS Aware Scheduler algorithm for 

multiple traffic models in 5G heterogeneous networks 
Gabriel A. Queiroz, and Éderson R. da Silva 

 
 
 

Abstract— Fifth Generation (5G) networks are associated with 

Quality of Service (QoS) requirements in conjunction with 

the greater densification of heterogeneous network scenarios. 

Thus, the plurality of applications and services stands out, which 

involves real-time (RT) and non-real-time (NRT) traffic models 

for users. Thus, system-level simulations are performed to 

implement a Weighted QoS Aware Scheduler (WQAS) and 

compare it to the QoS Aware Scheduler (QAS), Round Robin 

(RR), and Best Channel Quality Indicator (best CQI) scheduling 

algorithms in a heterogeneous network with varying numbers of 

users and multiple traffic flows. In this sense, the main 

contribution of this work is the prioritization of RT applications, 

and the results show gains in throughput and high performance 

for reliability and latency. 

Keywords— 5G heterogeneous networks, non-real-time traffic, 

real-time traffic, scheduling algorithm, Weighted QoS Aware 

Scheduler. 

I. INTRODUCTION 

Fifth Generation (5G) and beyond-5G mobile 
communication systems must deal with the implementation of a 
wide range of new technologies and applications, considering 
the 5G usage scenarios of enhanced Mobile Broadband (eMBB), 
Ultra Reliable and Low Latency Communications (URLLC), 
and massive Machine Type Communications (mMTC) [1]. 

This way, there is a significant increase in users, services, 
and applications and 5G networks must implement more 
efficient networks considering higher data rates, greater spectral 
and energy efficiency, reduced latency, and increased network 
capacity. This capacity increase can be attributed to three main 
factors: a higher number of mobile nodes, the growth of 
spectrum use, and greater channel efficiency [2].  

It is worth highlighting the increase in network capacity 
through network densification, which consists of a 
heterogeneous network (HetNet) of multiple base stations (BSs) 
that operate with different output powers and diverse cell sizes. 
In addition, the complex structure of HetNets involves the 
diversification of users through multiple traffic models, which 
must meet throughput, latency, and data loss criteria following 
Quality of Service (QoS) requirements [3].  

Considering the requirements of latency, user experienced 
data rate and reliability, we highlight the use cases related to 
video, work and gaming on the cloud, augmented reality, and 
industry automation, which are found among the usage scenarios 
of eMBB and URLLC [2], as they encompass access to multi-
media content and time-sensitive applications. Thus, in a 
heterogeneous network where traffic is close to eMBB and 
URLLC services, there are requests for large amounts of data 

linked to latency and reliability, so it is crucial to make efficient 
use of network resources through scheduling algorithms [4]. 

The objective of this paper is to propose a Weighted QoS 
Aware Scheduler (WQAS) based on the QoS Aware Scheduler 
(QAS) algorithm proposed in the study by A. Shiyahin, et al. [5], 
highlighting real-time (RT) applications. In addition, the 
simulated scenario is a HetNet with multiple traffic models. For 
RT services, we have vehicular, Voice over IP (VoIP), gaming, 
and video streaming, while for non-real-time traffic models, we 
consider Hypertext Transfer Protocol (HTTP) and full buffer, 
which also serves as the basis for Internet of Things (IoT) users.  

The novelty of this paper is the analysis of a greater variety 
of traffic models, as well as the variation in the number of users 
in a heterogeneous scenario, both in terms of network structure 
and the diversity of services provided. Hence, the proposed 
scheme enables RT applications to be prioritized through the 
allocation of Resource Blocks (RBs) and this provides flexibility 
and better predictability of the expected behavior in multi-traffic 
scenarios. 

The remainder of this article is laid out as follows: Section 
II presents a summary of the main related works. The scheduling 
algorithm techniques are described in Section III, while Section 
IV presents the simulation scenario, its results, and analysis. 
Finally, the research conclusions are presented in Section V.  

II. RELATED WORKS 

Considering traffic models and 5G usage scenarios, 
J. Navarro-Ortiz, et al. [6] proposed a survey about 5G systems 
and the association of traffic models with the most important 5G 
use cases. It also brings together a vast amount of information 
on the subject, taking into account references from various 
Standards Development Organizations (SDOs) and industry 
associations. Thus, it analyzes performance targets, network 
deployments, and traffic volume. As for scheduling algorithm 
techniques, the survey proposed in [1] stands out. This literature 
review compares different scheduler techniques, considering 
metrics, performance and highlighting the considerations of 
each proposed algorithm in relation to 5G networks. 

Regarding algorithms based on network metrics, we 
highlight the study [7], which highlights the heterogeneous 
traffic offered to the 5G network and the need for scheduling 
algorithms to consider QoS requirements. It evaluates the 
Maximum Rate (MR), Round Robin (RR), Proportional Fair 
(PF), and a proposed UE-based Maximum Rate (UEMR) 
scheduler in terms of throughput and fairness. 

Also noteworthy is the work [8], which studies the 
densification of 5G networks and the resource allocation 
considering QoS in terms of fairness and perceived throughput. 
It compares the PF, Exponential PF (EXP-PF), and Maximum 
Largest Weighted Delay First (MLWDF) algorithms, 
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considering the fairness index, useful rate, and spectral 
efficiency. 

The authors of [4] propose a survey that addresses the packet 
scheduling algorithms in URLLC for 5G and beyond-5G 
systems, highlighting the perspectives of decentralized, 
centralized and joint scheduling techniques. Then, it analyzes 
the performance of some algorithms and points out the main 
challenges in the area. Finally, the authors of [5] study multiple 
traffic models and propose a QoS Aware Scheduler (QAS) to 
meet the QoS requirements imposed on 5G systems. To this end, 
they compare the QAS to the RR and best CQI algorithms, 
considering average throughput, sum throughput, Block Error 
Rate (BLER), and latency. 

Considering the works mentioned above, it can be seen that 
the literature lacks studies on the combination of scheduling 
algorithms, multiple traffic models, and heterogeneous 
networks, even though these fields are highly explored by 
academia and the telecommunications industry. According to 
[6], one of the main influences in the increase in 5G traffic is 
video use, since video-on-demand services will represent around 
two-thirds of overall mobile traffic.  

Therefore, this work implements a modification of the QAS 
algorithm, called Weighted QoS Aware Scheduler (WQAS) and 
compares its performance to the RR, best CQI and QAS 
algorithms in a heterogeneous network scenario with mixed 
traffic models, highlighting RT applications, mainly video 
streaming. So, a resource allocation scheme is proposed which, 
by assigning RBs based on scheduling weight, can prioritize 
these traffic classes.  

III. SCHEDULING ALGORITHMS 

Scheduling algorithms are Radio Resource Management 

(RRM) techniques responsible for the efficient resource 

allocation. The operation of a scheduling algorithm can be 

described according to Eq. (1) [9]: 

𝑚𝑗,𝑘 = 𝑚𝑎𝑥.𝑖  {𝑚𝑖,𝑘}. (1) 

The 𝑘-th Resource Block (RB) is allocated to the 𝑗-th user if 

its 𝑚𝑗,𝑘 metric is the highest. In this way, this metric indicates 

the transmission priority of each user given a particular RB. 

A. Round Robin (RR) 

The Round Robin (RR) is a channel-unaware scheduler, as it 

performs a fair division of time resources between all users 

following a random list of users, guaranteeing equality in terms 

of the time each user occupies the channel, but it is not fair in 

terms of throughput, which depends on channel conditions [9]. 

The RR metric is calculated according to Eq. (2), where 𝑡  
indicates the current time interval and 𝑇𝑖  represents the last time 

interval in which the user was scheduled. 

𝑚𝑖,𝑘
𝑅𝑅 = 𝑡 − 𝑇𝑖 . (2) 

B. Best Channel Quality Indicator (best CQI) 

In turn, the best CQI scheduler considers the quality of the 

channel to allocate resources to users. In Eq. (3), the CQI value 

is indicated by 𝜍 and calculated for each user 𝑖. Thus, users with 

the highest CQI value are prioritized in the resource allocation 

mechanism [10]. 

𝑚𝑖,𝑘
𝑏𝑒𝑠𝑡−𝐶𝑄𝐼 = 𝜍𝑖(𝜏). (3) 

C. Quality of Service Aware Scheduler (QAS) 

As for the QoS Aware scheduler, it was proposed by 
A. Shiyahin, et al. in [5] and performs scheduling based on a 
weighted sum throughput maximization problem following Eq. 
(4). The solution to this optimization problem depends on 
discipline convex programming [11] and, to this end, the 
MATLAB-based Gurobi Optimizer [12] is chosen. 

The RBs allocated to each user 𝑖 are indicated by the vector 

𝑏𝑖 = [𝑏1,𝑖, … , 𝑏𝑛,𝑖]
𝑇
, while 𝑡𝑖

𝑇 indicates the throughput vector. 

𝛼−𝛽𝑖 is the reliability parameter, which decreases exponentially 
with the base 𝛼 = 2, has 𝛽𝑖 as an indicator of the average BLER 
on user 𝑖 codewords, and the latency priority factor 𝜎 = 1.05. 

Thus, users with highly reliable traffic, indicated by 𝛼−𝛽𝑖, have 
priority in scheduling. 

Another factor that impacts user priority is the proximity of 
the current delay of the user's packet to the delay constraint (DC) 
of the configured real-time (RT) traffic model. Thus, 𝑑𝑐,𝑖 − 𝑑𝑖 
represents the difference between the characteristic delay 
constraint of user 𝑖, 𝑑𝑐,𝑖, and the current delay of the user 𝑑𝑖. 

Also, in Eq. (4), the first two constraints indicate that the RBs 
are binary, and that each RB is associated with one user at a time. 
The third constraint ensures that the amount of RBs allocated to 
a user is sufficient based on the total amount of bits in the buffer 
of user 𝑖 indicated by 𝛾𝑖. Thus, 𝑐 guarantees viability by 
proportionally reducing the allocated RBs of all users. Finally, 
𝒥𝑜 represents the desired fairness index, which is a constraint on 
fairness implemented using Jain's fairness index [13]. 

D. Weighted Quality of Service Aware Scheduler (WQAS) 

This study proposes a modification of QAS in the mixed 
traffic models scenario by implementing weights for RT traffic 
users. Thus, vehicular, VoIP, gaming, and video streaming users 
have a scheduling weight of 10, resulting in 10 consecutive RBs 
assigned to the user if they are scheduled. On the other hand, 
NRT users are assigned only one RB when scheduled. 
Algorithm 1 shows the summarized Weighted QoS Aware 
Scheduler. 

To implement this scheduling weight parameter, slots are 
initially distributed following a Weighted Round Robin (WRR) 
queuing process. Thus, a vector of consecutive RBs assigned is 
created to determine different quantities of RBs for the RT and 
NRT services. Next, a second level of scheduling is carried out 
from the QoS Aware scheduler, in which the parameters relating 
to desired fairness, reliability, and latency are defined and the 
tuning parameter for calculating the tuning throughput per RB is 
configured. Finally, the integer binary optimization problem is 

arg𝑚𝑎𝑥⏟    
{𝑏1,…,𝑏𝑖,𝑐}

𝑐 + (∑𝜁𝑖𝑡𝑖
𝑇𝑏𝑖

𝐼

𝑖=1

) 

 

              subject to:  

𝑏(𝑛) ∈ {0,1}, ∀𝑛  

𝑏𝑗
𝑇𝑏𝑘 = 0, ∀𝑘 ≠ 𝑗  

𝑡𝑖
𝑇𝑏𝑖 ≥ 𝑐𝛾𝑖 , ∀𝑖 ∈ {𝑛𝑜𝑛 𝑓𝑢𝑙𝑙 𝑏𝑢𝑓𝑓𝑒𝑟 𝑢𝑠𝑒𝑟𝑠}  

0 ≤ 𝑐 ≤ 1  

√ℐ𝑜𝐼‖𝑡𝑖
𝑇𝑏𝑖‖2 ≤∑𝑡𝑖

𝑇𝑏𝑖

𝐼

𝑖=1

, ∀𝑖

∈ {𝑓𝑢𝑙𝑙 𝑏𝑢𝑓𝑓𝑒𝑟 𝑢𝑠𝑒𝑟𝑠}. 

 

 

 

  (4) 
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configured, and users are scheduled considering the number of 
RBs previously assigned by the WRR level.  

Algorithm 1: Summarized Weighted QoS Aware Scheduler 

Input: active users 

Output: scheduled users 

1. Define RB parameters: 𝑐𝑢𝑟𝑟𝑒𝑛𝑡𝑇𝑖𝑚𝑒 

2. Reset the resource grid for this slot 

3. Define fairness parameter: 𝑑𝑒𝑠𝑖𝑟𝑒𝑑𝐹𝑎𝑖𝑟𝑛𝑒𝑠𝑠 

4. Get active users 

5. WRR level 

    if 𝑢𝑠𝑒𝑟 ==  𝑅𝑇 𝑢𝑠𝑒𝑟 then 

    𝑤𝑒𝑖𝑔ℎ𝑡𝑊𝑅𝑅 =  10 

    else 

    𝑤𝑒𝑖𝑔ℎ𝑡𝑊𝑅𝑅 = 1 

    end if 

6. Set the constraint that imposes that every RB is assigned to 

one user at a time 

7. Set tuning parameter by multiplying latency and reliability 

tuning parameters: 

𝑡𝑢𝑛𝑖𝑛𝑔𝑃 = 𝑟𝑒𝑙𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑦𝑃𝑎𝑟𝑎𝑚. 𝑥 𝑙𝑎𝑡𝑒𝑛𝑐𝑦𝑃𝑎𝑟𝑎𝑚. 
8.Set array of tuned throughput per RB: 

𝑡𝑢𝑛𝑒𝑑𝑇ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡 = 𝑡𝑢𝑛𝑖𝑛𝑔𝑃 𝑥 𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑𝑇ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡 
9. Set binary integer optimization problem 

10. Schedule users 

IV. SIMULATION RESULTS DISCUSSION AND ANALYSIS 

The Vienna 5G System Level Simulator [14] was chosen to 
compare the RR, best CQI, QAS, and WQAS algorithms. Ten 
simulations were carried out for each scenario, varying the 
scheduler and the number of users, so that the results analyzed 
were obtained as an average. A HetNet was implemented by 
deploying diverse base stations and users with multiple traffic 
models. For RT traffic models, video, VoIP, gaming, and 
vehicular were implemented, while for NRT models, HTTP and 
full buffer (which is also applied to IoT users) were used. In 
addition, the total number of users was 350, 700, 1050, or 1400, 
i.e. each type of user varied by 50, 100, 150, and 200. 

Table I shows the main simulation parameters. Of relevance 
is the implementation of 7 macro BSs, 5 pico BSs, and 16 femto 
BSs. The macro BSs are arranged in a hexagonal grid structure, 
following the urban path loss model found in the study [15]. In 
turn, the pico BSs are located along the streets, serving vehicular 
users and presenting the free-space path loss model [16]. Finally, 
femto BSs are located in the center of user clusters and allocate 
resources mainly to IoT users, following the indoor or Street 
Canyon (outdoor) path loss model used in the study [15]. The 
metrics analyzed were throughput, BLER (reliability), fairness 
index and latency. 

A. Throughput 

Fig. 1 shows the average throughput per traffic model for 1400 
total users, while Fig. 2 illustrates the variation in the average 
throughput of video users as a function of the number of users. 
The average BLER for 1400 total users is shown in Fig. 3. 

Moreover, Fig. 1 shows that WQAS performs best for RT 
traffic models, while NRT users are neglected and have lower 
average throughput when compared to QAS. Users with lower 
average BLER are expected to have higher average throughput 
due to greater reliability. However, despite having the highest 

overall values, full buffer, and IoT users had the highest negative 
variations when comparing QAS and WQAS. This shows that 
there is a trade-off when reserving RBs for RT traffic models, to 
the detriment of NRT traffic models. In general, RT users have 
similar average BLER, but video users stand out with higher 
average throughput due to the greater number of larger packets 
transmitted. 

TABELA I.  MAIN SIMULATION PARAMETERS. 

Parameters Values/Meaning 

Simulation 
duration 

2000 time slots 

Time slot 
duration 

1 ms 

Schedulers RR, best CQI, QAS, and WQAS 

Traffic models 
RT – vehicular, VoIP, gaming, and video 

NRT – HTTP, and full buffer (also IoT) 

Delay 
Constraints 

(DCs) 

Vehicular – 20 ms 

VoIP – 40 ms 

Gaming – 60 ms 

Video – 100 ms 

Number of users 350, 700, 1050 or 1400 

Number of BSs/ 

Transmit power 

7 macro BSs/46 dBm 

5 pico BSs/43 dBm 

16 femto BSs/30 dBm 

Path loss model 

Macro BSs – UrbanMacro5G [15] 

Pico BSs – free space [16] 

Femto BSs – indoor or Street Canyon 
(outdoor) [15] 

Channel model 

IoT users – Rayleigh 

Other users – vehicular or pedestrian as 
in [17] 

 

Fig. 1.  Average Throughput per scheduler and traffic model for 1400 total 

users. 
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Considering the performance of RT traffic, the proposed 
WQAS has a better overall performance, as there is a higher 
average throughput while maintaining average BLER values 
practically the same as those observed in the QAS 
implementation. Thus, Fig. 2 highlights the gains of WQAS 
concerning the other schedulers for video users, which have the 
highest average throughput among the RT models. Comparing 
WQAS to QAS, there are gains of 12.3%, 11.3%, 14.7% and 
16.2% for 50, 100, 150 and 200 users. Also, for the 200-user 
scenario, in which there is greater network stress, WQAS 
outperforms the RR and best CQI by 192.6% and 26.9%. In 
addition, there is a tendency for the average throughput to 
decrease as the number of users increases. 

 

Fig. 2.   Video users’ average throughput as a function of number of users. 

B. Reliability 

 

Fig. 3.   Average BLER for 1400 total users. 

 
As explained in Eq. (4), the lower the average BLER value, 

the higher the reliability, which means a higher priority for user 
scheduling. In this way, Fig. 3 shows that both QAS and WQAS 
have intermediate values between RR and best CQI, but the 
proposed WQAS stands out because it performs better in the 
average throughput metric while maintaining similar average 
BLER values to QAS. It should be noted that the lowest values 
are attributed to RR due to its scheme for allocating resources to 
all users, while best CQI has the highest number of transmission 

failures due to the evaluation of channel conditions and therefore 
has the lowest reliability. 

 

Fig. 4.   Fairness Index as a function of total number of users. 

C. Fairness Index 

The fairness index is calculated from the Jain's Fairness Index 
metric [13] and determines the fairness of resource distribution. 
Fig. 4 shows the fairness index as a function of the total number 
of users, indicating a reduction in the fairness index as the total 
number of users increases.  

The worst performance is linked to the best CQI scheduler, 
as it is an algorithm that takes channel conditions into account 
and tends not to serve users with poor channel conditions, for 
example, users located on the edges of cells. On the other hand, 
RR has the highest fairness index, as it serves all users on a first-
come, first-served basis. For its part, QAS maintains values 
close to the desired fairness index parameter of 0.7 imposed in 
(4) in accordance with [5]. Finally, WQAS shows a drop in 
fairness performance compared to QAS, the price is due to the 
reservation of RBs for RT-type users, reducing the chance of 
allocating resources to NRT users and lowering the overall 
fairness index. 

D. Latency 

Concerning latency, the proximity of each user's latency value 
to the delay constraints (DCs) defined for each traffic model is 
evaluated. Thus, the closer the DC imposed, the higher the user's 
priority. The DC values adopted were 20, 40, 60, and 100 ms for 
the vehicular, VoIP, gaming, and video traffic models, according 
to Navarro-Ortiz, Jorge, et al [6]. 

Both QAS and WQAS achieved the desired performance for 
latency following the order of the DCs: vehicular, VoIP, gaming, 
and video. On the other hand, the RR and best CQI algorithms 
extrapolate all the DCs. For RR, for example, only 88% of 
vehicular users fall below a maximum of 42 ms for 1400 total 
users. As for the best CQI, this same scenario shows 72% of 
vehicular users below 2035 ms. Also noteworthy for the best 
CQI: 81% of video users are under 1875 ms, 75% of VoIP users 
are under 1954 ms, and 78% of gaming users are under 1992 ms. 

Fig. 5 illustrates the Latency Empirical Cumulative 
Distribution Function (ECDF) per RT traffic model for WQAS 
under 1400 total users, indicating the highest network stress. 
Note that 100% of users achieved values lower than the DCs for 
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all traffic models, following the sequence of imposed DCs. The 
following values stand out: 100% of vehicular users are under 
17 ms, 100% of VoIP users are under 38 ms, 100% of gaming 
users are under 56 ms, and 100% of video users are under 96 ms. 
Therefore, the results show that WQAS achieves the QoS 
requirements demanded by 5G applications, as well as having 
high average throughput and reliability. In addition, WQAS 
performs better in terms of latency, since in the most stressed 
network scenario, it has a lower average latency than QAS by 2 
ms for vehicular users, 1.5 ms for VoIP users, 3.2 ms for gaming 
users, and 2.8 ms for video users. Hence, the results indicate that 
WQAS tends to maintain the DCs of RT applications in 
scenarios of high network stress for more situations than QAS. 

 

Fig. 5.   Latency ECDF per RT traffic model for WQAS under 1400 total 

users. 

V. CONCLUSION 

Considering recent publications on scheduling algorithms, 
there is a lack of studies that encompass metric-based 
schedulers, HetNet scenarios, and multiple traffic models 
together. Therefore, this study proposes the implementation of a 
Weighted QoS Aware scheduler in a HetNet given the variation 
in the number of users and considering multiple traffic models: 
vehicular, VoIP, gaming, video, HTTP, and full buffer.  

The results show that the implemented WQAS presents 
considerable improvements in network performance when 
considering the average throughput of real-time users, as well as 
the average BLER and latency requirements imposed through 
delay constraints on traffic models. However, there was a 
significant reduction in the fairness index, because of the 
distribution of RBs being based on weights, which is detrimental 
to NRT applications. Regarding average throughput, WQAS 
obtained gains of 192.6%, 26.9%, and 16.2% when compared to 
RR, best CQI, and QAS considering video users in the most 
stressed network scenario with 1400 total users. In addition, the 
latency values for WQAS and QAS were compatible with the 
sequence of delay constraints implemented. 

Regarding the variation in users, it was observed that both 
the average throughput and the fairness index decrease as the 
number of users increases. Reliability decreases as the number 
of users increases because BLER also increases. Finally, for all 
user variations, the latency results were achieved for 100% of 
RT users. Therefore, WQAS is a potential algorithm for RT 

traffic models and shows moderate results for NRT services. As 
for future work, it is worth analyzing other proportions in the 
distribution of RBs, in order to achieve better performance for 
real-time services that include eMBB and URLLC scenarios. 
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