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Tiny Machine Learning for Classifying Specialty
Coffees
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Abstract— The consumption of specialty coffee has increased
around the world. Specialty coffee is free from impurities and
defects. Specialty coffee is produced in smaller quantities, and
its production process is hard and expensive. Traditional coffee
beans have defects that affect the flavor of the coffee. It is essential
to select the type of coffee to guarantee the best cost and quality.
When a human manually classifies the type of coffee, there may
be interference due to the human condition. This process has
the disadvantage of being subjective. Few studies have used
machine learning methods to predict specialty coffee classification
by analyzing images. This article proposes a framework for
classifying specialty coffees by applying Tiny Machine Learning
techniques. We developed a model that can help accurately
analyze and classify the coffee process and inform the quality of
coffee without human interference. We achieved 100% accuracy,
and our model can be used effectively in the coffee industry.

Keywords— IoT, TinyML, Machine Learning, Computer Vi-
sion, Precision Agriculture, Coffee.

I. INTRODUCTION

The importance of coffee classification is linked to the
fact that coffee is one of the most popular and appreciated
drinks worldwide, with an industry that generates billions of
dollars annually. According to the Brazilian Coffee Industry
Association (ABIC), it is estimated that coffee industry sales
in 2022 reached 100 billion dollars, an increase of 54.6%
compared to 2021. Also, according to ABIC, Brazilian coffee
exports increased by 4% between 2021 and 2022. More than
34,000 bags of specialty Arabica coffee were exported in
2022 from Brazil [1], [2]. According to the Brazilian Ministry
of Agriculture and Livestock, the price of Arabica coffee
increased by 88% compared to 2020 [3].

Coffee classification plays a fundamental role in determin-
ing quality and market value and identifying the sensory char-
acteristics of the drink [4]. Over the years, coffee classification
has evolved, influenced by factors such as the growing demand
for specialty coffees, the search for more objective evaluation
methods, and the need for standardization of international
trade.

Coffee classification is based on visual and physical criteria,
such as the beans’ size, shape, and color [5]. The industry
has developed different classification systems and methods
to meet its needs, establish quality parameters, and facilitate
communication between the partners.

In Brazil, one of the main coffee-producing countries, the
classification system known as sieving was implemented [6].
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TABLE I: Arabica Coffee Classification

Groups Subgroups Aroma and Flavor

Specialty Coffee Strictly soft Extremely smooth, and sweet.

Specialty Coffee Soft Pleasant, smooth and sweet.

Specialty Coffee Just Soft Slightly sweet, and smooth,
without astringency.

Specialty Coffee Hard Astringent, and harsh, without
strange flavors.

Traditional Coffee "Riada" Light typical iodorfomic fla-
vor.

Traditional Coffee "Rio" Typical and sharp iodoform
flavor.

Traditional Coffee "Rio Zona" Very strong aroma and flavor
of iodoform or phenol.

In this system, the grains are separated using sieves of different
sizes, and a visual analysis is performed to identify possible
defects.

Defects and impurities in coffee beans reduce their quality.
Defective beans affect the coffee flavor, devaluing it and im-
pacting the producer’s profitability. Several factors can cause
these defects, such as problems in production and storage and
physiological and genetic changes. Identifying defects makes
it possible to improve management and prevent the occurrence
of these defects that depreciate the coffee.

According to Normative Instruction Number 8 of the Brazil-
ian Ministry of Agriculture and Livestock, the criteria for
classifying the type of coffee, specialty or traditional, are the
species, the shape of the bean, the granulometry, the aroma
and flavor, the drink, the color, and the quality [7]. Table I
indicates the classification criteria according to the aroma and
flavor of the coffee.

This study considers the criteria of bean shape, particle
defects, impurities, size, and color to classify coffee into
Specialty and Traditional categories.

Specialty coffees go through a more laborious production
process, require special care from planting to roasting, and
are made of pure, unmixed, high-quality coffee beans. On the
other hand, traditional coffee has inferior and defective beans.
This mixture reduces the quality of the coffee as it changes its
flavor and reduces its cost. The difference between specialty
and traditional coffee can be seen in Figures 1a and 1b.

Artificial intelligence (AI) has the potential to revolutionize
the coffee industry, offering efficient solutions to various
challenges. AI has been widely researched and has proven
important and efficient in people’s daily lives. In the coffee
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(a) Specialty Coffee (b) Traditional Coffee

Fig. 1: Examples of coffee classes.

industry, AI can help farmers in many aspects [8], from
optimizing production to improving quality control.

One of the uses of AI that has helped in several areas is
the classification of images [9]. Artificial Neural Networks
(ANNs) are based on the structure of the biological brain
[10]. ANNs work through several layers and connections that
process information throughout it, extracting features from
the input data. Each layer refines the representation as the
data propagates through the network, enabling the neural net-
work to learn complex hierarchical features and relationships,
ultimately leading to meaningful predictions. ANNs exhibit
characteristics that have attracted the attention of researchers,
such as the ability to map input features to classes, a task
known as classification.

Image classification is done through ANNs that are trained
to find patterns. This pattern-finding process requires several
images to be labeled into classes so that ANNs can learn
through examples.

The main contribution of this work is the development of
a specialty coffee classifier using the Edge Impulse platform
[11], which can be embedded in microcontrollers and smart-
phones using Tiny Machine Learning (TinyML) techniques
[12]1. This classifier aims to leverage AI, particularly ANNs,
for image classification in the context of coffee beans. By
applying ML, the research addresses the important task of
distinguishing between specialty and traditional coffee based
on various criteria such as bean shape, particle defects, impu-
rities, size, and color. This approach holds significance in the
coffee industry, contributing to quality assessment and market
value determination. The use of Edge Impulse and TinyML
suggests a focus on deploying efficient and lightweight models

1https://studio.edgeimpulse.com/public/315018/latest

on resource-constrained devices for practical applications in
coffee classification.

II. RELATED WORKS

Few studies in the literature classify specialty coffee beans.
The authors of [13] classify green coffee beans in different re-
gions of Brazil as specialty or traditional. Coffee samples were
collected from different regions of Brazil, and a multispectral
camera captured images of the beans at different wavelengths.
Four machine learning models were tested, and the Support
Vector Machine (SVM) model performed the best, with an
accuracy of 96%.

Most research aimed at classifying grain quality is focused
on classifying defects. The authors of [14] developed a system
for detecting defects in coffee beans. Firstly, the system
classifies the coffee beans into sour, black, broken, moldy,
shell, insect-damaged, and good beans. The system works like
a mechanical sieve sprayed into an outlet bin, and the bean is
identified as defective. The screening accuracy reached more
than 90%.

In [15], the authors used the slim Convolutional Neural net-
work (CNN) approach to identify coffee quality by classifying
defective beans. The study used a dataset with 5435 images
to identify normal beans, male beans, broken, insect-damaged,
black, shell, and sour beans. The Slim CNN generates a model
with few parameters, and the initiative is suitable for edge
computing. Their results reached 92% of accuracy.

The study described in [16] presented research to help
farmers classify coffee beans based on their color. The ANN
was created to identify four color groups: whitish, cane green,
green, and blueish-green. The system used a Naive-Bayes
classifier and achieved 100% accuracy.

III. BACKGROUND

A. Edge Machine Learning
Edge Machine Learning (Edge ML) marks a significant

advancement in the deployment of machine learning models
by shifting computation from centralized servers to local de-
vices at the network’s edge. This approach minimizes latency,
enhances privacy, and conserves bandwidth by processing data
directly on smartphones, IoT devices, or edge servers. Edge
ML empowers these devices to make intelligent and real-time
decisions.

B. Tiny Machine Learning
TinyML is an emerging area of artificial intelligence

where machine learning algorithms are implemented on
resource-constrained devices, such as smartphones and micro-
controllers, including Internet of Things (IoT) devices, to
perform automated tasks [17].

This emerging discipline focuses on implementing and
executing machine learning models on devices with limited
power, memory, and processing capabilities. By bringing the
power of machine learning to the edge, TinyML facilitates
real-time decision-making and inference directly on small
devices. This movement can potentially revolutionize diverse
domains, from healthcare and agriculture to smart homes and
wearable technology.
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C. Convolutional Neural Network

Most research on tinyML focuses on the use and de-
ployment of CNNs. A CNN is a specialized deep-learning
architecture designed for processing and analyzing visual data,
including images. Inspired by the visual processing in the
human brain, CNNs use convolutional layers to learn hierarchi-
cal representations of features from input data automatically.
These networks are particularly effective in tasks like image
classification, object detection, and image recognition. The
advantages and motivations for building a classification model
based on tinyML techniques are local device intelligence,
distributed computation, energy consumption, and flexibility
[18].

IV. MATERIAL AND METHODS

The project is in the experimental development stage. Its
main objective is to test the proposed solution in the laboratory
and validate the idea systematically and practically.

A. Edge Impulse

Edge Impulse is a Software-as-Service (SaaS) platform
created in 2019 to facilitate the development of machine
learning projects using edge computing. It enables users to
create, train, and deploy machine learning models directly on
edge devices. With a user-friendly interface, Edge Impulse
supports various sensor data types, making it suitable for var-
ious applications, including predictive maintenance, anomaly
detection, and gesture recognition. The platform provides tools
for data collection, model training, and seamless integration,
making it accessible for developers looking to implement
efficient and real-time machine learning solutions at the edge.
After training a model on the Edge Impulse platform, users can
load a compressed version of the model on a microcontroller
or a smartphone.

B. Roboflow

Roboflow is a platform designed to streamline and en-
hance the process of training computer vision models [19].
It simplifies the management and preprocessing of image
datasets for machine learning, offering tools for data aug-
mentation, annotation, and version control. With Roboflow,
users can efficiently prepare and optimize their image data
before training models, saving time and improving model
performance. The platform supports various computer vision
frameworks, making it accessible for developers and data
scientists working on various projects, from object detection
to image classification.

C. Data acquisition

The data acquisition phase involved the acquisition of coffee
bean images from the field using a high-resolution digital
camera and with the help of a coffee specialist who helped
identify the types of coffee. In total, 68 Arabica coffee bean
images were collected. The coffee beans come from the Santa
Rita do Sapucaí, Minas Gerais, Brazil.

D. Labeling

Image labeling or annotation involves associating meaning-
ful labels or categories with images in a dataset. This process
is crucial for training supervised machine learning models,
particularly in computer vision tasks. Each image is assigned
a specific label corresponding to the object, scene, or concept
depicted in the image. All collected images were annotated to
create “gourmet” and “traditional” classes using the Roboflow
platform.

E. Data Augmentation

Data augmentation is a common technique that applies sev-
eral transformations to the original training images to expand
the dataset artificially [20]. These transformations can be rota-
tions, zooms, flips, random shifts, and changes in brightness.
The goal is to create additional training examples of variations
of the original images, helping the model generalize better to
different conditions and improve its robustness.

Data augmentation helps prevent overfitting and improve the
performance of machine learning models by presenting them
with a broader range of examples. By increasing the variability
in the training data, the model becomes more adaptable and is
better prepared to handle real-world scenarios with different
orientations, lighting conditions, and perspectives.

Data augmentation techniques were applied to the collected
images to increase the number of images synthetically. The
data augmentation techniques used in this work include flip-
ping, cropping, and shearing. The flip was done horizontally.
In the case of crop, a 20% maximum zoom was used. Shear
added variability to perspective to help the model be more
resilient to camera and subject pitch and yaw. Saturation was
not used because this feature changes the color of the images.
After applying data augmentation techniques to the 54-image
training dataset, it became a 162-image dataset.

F. Datasets

The dataset was divided into two sets (i.e., training and
test), with the images being resized to 96 x 96 pixels. The two
datasets have 162 and 14 images, respectively. Note that each
image has various beans, meaning our task is not a detection
problem but a binary classification problem on two classes
(i.e., traditional and specialty coffee beans).

G. Model Design and Training

The Edge Impulse platform created and trained an ANN
model that identifies specialty and traditional coffee beans
through images. The project, called an impulse in Edge
Impulse’s context, was created as an image classification. The
previously created database was uploaded, and classification
was defined as the task being tackled.

Henceforth, we call this default model the first model.
MobileNetV2 [21] was used with 16 neurons in a final layer,
0.1 dropout. The input layer has 76,800 features. This model
was configured with a learning rate of 0.0005, 20 training
cycles, and a batch size of 32 images. This model achieved
an accuracy of 100% on both the training and validation sets.
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Fig. 2: Live Classification Mode

The second model tested using the edge impulse tool was
MobileNetV1, with no final dense layer and 0.1 dropout. The
input layer has 76,800 features. This model was configured
with a learning rate of 0.0005, 20 training cycles, and a batch
size of 32 images. This model achieved an accuracy of 78.8%
on the validation set and 64.29% on the training set.

The third model tested using the edge impulse tool was
EfficientNet. The input layer has 76,800 features. This model
was configured with a learning rate of 0.0005, 20 training
cycles, and a batch size of 32 images. It achieved an accuracy
of 84.8% on the validation set and 92.86% on the training set.

H. Live Classification

The live classification mode is another Edge Impulse feature
that allows testing the created model in the real world using
smartphones or a microcontroller. In this experiment, we use
a smartphone to evaluate the model. Figure 2 below shows the
smartphone screen classifying the type of coffee in real-time.

I. Deployment

After finding the optimum model, achieving the best results,
and validating it through the live classification mode, it is
time to deploy it. All signal processing, configuration, and
learning blocks are quantized to be deployed into resource-
constrained devices. Quantization reduces the precision of all

TABLE II: Confusion Matrix of the MobileNetV2 Model

Specialty Traditional Uncertain
Specialty 100% 0% 0%

Traditional 0% 100% 0%

F1 Score 1.00 1.00

TABLE III: Confusion Matrix of the MobileNetV1 Model

Specialty Traditional Uncertain
Specialty 88.9% 0% 11.1%

Traditional 40% 20% 40%

F1 Score 0.84 0.33

blocks’ variables and constants from float32 to int8, so the
blocks take up less memory (RAM and flash), require less
computation, and consume less power. In general, the impact
on accuracy is minimal.

Once quantized, the model can be deployed to any device
as a C++ library. Edge impulse, though the TensorFlow Lite
library [22], packages all signal processing, configuration, and
learning blocks, i.e., the model itself, into a single package.
This package can be included in applications to run the model
locally. This package makes the model run without an internet
connection, minimizes latency, and runs with minimal power
consumption.

V. RESULTS AND DISCUSSIONS

MobileNetV2 presented 100% accuracy on the validation
set, and the confusion matrix of the training set is shown
in Table II. This model correctly classifies all images in the
test set. As can be seen, it presents optimum values on the
validation set, exhibiting no confusion when classifying the
images.

The second model used MobileNetV1 and presented 78.8%
accuracy on the validation set, and the confusion matrix of the
training set is shown in Table III. We can see that this model
had problems classifying specialty coffee beans. About 40%
of Specialty images were incorrectly classified as Traditional.

Table IV shows the confusion matrix of the third model
tested with EfficientNet.

The comparison between the three models is presented in
Table V. In our first model, the loss was 0.03. In the second
model, the loss was 0.46. In the third model, the loss was 0.26.
Therefore, the first model, i.e., the MobileNetV2, outperforms
better.

Table VI presents information on the quantized and unquan-
tized model’s latency, size, and accuracy. As can be easily
seen, the quantized version of the model is faster, smaller in
terms of memory consumption, and presents the same accuracy
as its unquantized version.

TABLE IV: Confusion Matrix of the EfficientNet Model

Specialty Traditional Uncertain
Specialty 88.9% 0% 11.1%

Traditional 0% 100% 0%

F1 Score 0.94 1.00
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TABLE V: Performance comparison between the models

Model
Accuracy

Loss
Validation Train

MobileNetV2 100% 100% 0.03

MobileNetV1 78.8% 64.29% 0.46

EfficientNet 84.8% 92.86% 0.26

TABLE VI: Comparison of quantized and unquantized models

Quantized (int8) Unquantized (float32)
Latency 189 ms 292 ms

RAM 721.7k 2.4M

Flash 585 KB 1.6 MB

Accuracy – 92.86

VI. CONCLUSION

Coffee classification is, undoubtedly, one of the most essen-
tial aspects of the coffee business. Coffee is important in the
global economy and has a huge global market size. Therefore,
correctly classifying coffee is a very important task and must
be taken seriously.

This work proposed a novel, cheap, and light framework
for classifying coffee beans into specialty and traditional. This
framework can assist farmers in detecting the coffee type and
deciding the best time to sell their production.

The methodology presented consisted of evaluating the
problem of classification of specialty coffees. The proposed
solution was developed on the Edge Impulse platform and
tested on smartphones. The MobileNetV2 model reached a
value of 100% accuracy with a small memory footprint and
latency, confirming that TinyML is an ideal approach to image
classification in a simple, safe, and low-cost way., producing
excellent results.

We believe that the proposed methodology and model are
crucial to reducing the subjectivity in coffee classification
carried out by humans.

However, improving the found results further by increasing
the dataset should be sought. In the future, this model can
be expanded with more data from coffee beans to identify
multi-classes: Soft, Just Soft, Hard, "Riada", "Rio", and "Rio
Zona". Additionally, future studies should compare other pre-
trained deep learning models. Furthermore, a future research
direction should be developing a cheap application that can run
on smartphones without an internet connection so that farmers
can use it in rural areas, for example.
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