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Abstract— This paper performs a new comparison between
distributed and centralized processing implementations of user-
centric distributed massive multiple-input multiple-output (D-
mMIMO) systems, also known as cell-free mMIMO. The impacts
of processing capacity limitations and inter-central processing
unit (CPU) coordination are considered to perform a fairer
comparison. The analysis includes two radio unit (RU) selection
methods, varying levels of inter-CPU coordination, and different
processing capacity restrictions. Simulation results indicate that
processing capacity limitations affect spectral efficiency (SE)
more in centralized implementations than in distributed ones.
Moreover, centralized implementations may require more inter-
CPU coordination to improve SE.

Keywords— Cell-free massive MIMO, computational complex-
ity, processing implementations, user-centric approach.

I. INTRODUCTION

User-centric (UC) distributed massive multiple-input
multiple-output (D-mMIMO) systems, commonly referred
to as cell-free (CF) mMIMO, are promising technologies
for next-generation mobile communication networks (6G
and beyond) [1]. These systems employ several distributed
radio units (RUs) that cooperate to serve the user equipments
(UEs) in the coverage area, offering several advantages over
traditional cellular systems, such as a more uniform service
and a better coverage probability [2].

The physical implementation of UC D-mMIMO systems is
inherently distributed, but processing can be either centralized
or distributed [3]. In the implementation of centralized pro-
cessing, the signal processing tasks are performed in central
processing units (CPUs), while in the distributed one, the pro-
cessing takes place at the RUs [4]. The literature advocates that
centralized processing yields higher spectral efficiency (SE)
and may even require less fronthaul signaling [3]. However,
these insights were achieved without considering essential
aspects of D-mMIMO systems, such as multiple CPUs [5],
limited computational complexity (CC) [6], and inter-CPU
coordination [7]. This paper addresses this issue by presenting
fairer comparisons, considering all those aspects to show a
fairer overview of these two implementations.

II. SYSTEM MODEL

We consider a D-mMIMO system composed of J CPUs, L
RUs and K UEs both equipped with a single antenna, as Fig. 1
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illustrates. The system operates on the time-division duplex
(TDD) protocol and assumes reciprocity for the uplink (UL)
and downlink (DL) channels. We focus on DL transmissions
and assume that the propagation channels follow a Rician
fading defined as in [7]. We assume that each RU can serve
only a limited number of UEs to ensure scalability. This
prevents the CC from increasing with the number of UEs [2].

To investigate the impacts of inter-CPU coordination and
limitation of CC in each processing implementation, we rely
on the approaches from [6], [7]. In a nutshell, these works
present strategies that modify the RU clusters of the UE to
limit the CC of the system [6] and mitigate the effects of inter-
CPU coordination [7]. By using these strategies, it is possible
to evaluate the performance of UC D-mMIMO systems under
different levels of CC and inter-CPU coordination.

Fig. 1: UC D-mMIMO system with multiple CPUs.

In [6], the CPUs analyze the RU cluster of each UE and
states that only the Cmax RUs presenting the strongest channel
gains will serve the UE. This strategy prevents the CC of
UC D-mMIMO systems from growing with the number of
RUs. In [7], each UE is associated with a primary CPU and
a subset of RUs. Then, the remaining CPUs (named non-
primary CPUs) may drop the UE of some RUs if it presents a
poor channel condition. The non-primary CPUs name the UE
as inter-coordinated UE. In [7], each CPU can serve only a
limited number of inter-coordinated UEs, denoted as Kint.

III. NUMERICAL RESULTS

We consider a D-mMIMO network composed of L = 100
RUs, where each RU can serve up to 10 UEs [2]. The values
of K and Kint may vary and are specified throughout the
results. The UEs are uniformly distributed across a square area
of 1 km ×1 km, while the distribution of the RUs follows
a hard core point process (HCPP) [8]. The SE is computed
as in [2] and the remaining simulation parameters, like ra-
dio and propagation ones, follow [7]. The CC is expressed
in terms of the number of complex multiplications needed
to perform channel estimation and generate the combining
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vectors in each coherence block [2]. Monte Carlo simulations
are employed to account for different channel realizations and
RU/UE positions, and the RU selection schemes of [2], [4]
were adopted. Hereafter we name the schemes of [4] and [2]
as scalable access point selection (SAS) and scalable cell-free
(SCF) as the authors adopt similar terminologies. We have
adopted the local partial MMSE (LP-MMSE) precoding for
the distributed implementation and partial MMSE (P-MMSE)
for the centralized one [4].

Fig. 2 illustrates the impacts of limiting the CC in central-
ized and distributed processing implementations. In Fig. 2a,
the cumulative distribution function (CDF) of the SE is more
affected by a small value of Cmax in the centralized implemen-
tation than in the distributed one. For instance, the SE of the
95% likely UEs decreases by approximately 20% when using
the P-MMSE scheme, whereas the LP-MMSE may experience
a slight increase in SE. This is because centralized processing
usually benefits more from RU clusters comprising more RUs
than the distributed [8].
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Fig. 2: Impacts of limiting the CC in each processing imple-
mentation. Parameters setting: L = 100, K = 25.

In Fig. 2b, the average SE of the P-MMSE scheme does not
suffer considerable degradation when Cmax = 20. However,
note that the CC increases by approximately 350% when Cmax

grows from 10 to 20, as depicted in Fig. 2c. This suggests
that the centralized implementation requires more processing
capacity to achieve its total SE, differing from the distributed
one that nearly reaches its total SE with Cmax = 10.

Fig. 3 presents the average SE versus the number of UEs K
and Kint. The term CPU lim is utilized jointly with the name
of the RU selection scheme to denote the systems that reduce
the effects of inter-CPU coordination. One can note that the
average SE of the LP-MMSE scheme suffers only a small
degradation when the system employs inter-CPU coordination
reduction [7]. On the other hand, the SE of the P-MMSE
decays when the system mitigates inter-coordination effects,
especially when the number of UEs K grows. For example,
the SE decays about 15% for K = 75. Moreover, when
analyzing the variation of Kint in Fig. 3b, it is noticeable
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Fig. 3: Impacts of inter-CPU coordination in each processing
implementation. Parameters setting: L = 100.

that the centralized implementation can achieve greater SEs by
increasing Kint. However, the impact of varying Kint is not
as impressive as the variation of Cmax since a larger Kint can
provide only marginal gains to the SE. Therefore, despite the
centralized implementation requiring higher inter-coordination
among CPUs compared to the distributed implementation,
the CC was the factor that most differentiated these two
implementations throughout this study.

IV. CONCLUSIONS

This paper presented a new comparison between the dis-
tributed and centralized processing implementations of UC
D-mMIMO systems. Simulation results reveal that the pro-
cessing capacity limitation affects much more centralized
implementation than the distributed ones. For instance, the
centralized implementation may require an increase of ap-
proximately 350% in the CC to achieve its total SE. Besides,
the centralized one may need more inter-CPU coordination to
reach its total SE, but the gains in SE from increased inter-
CPU coordination are marginal. Throughout this study, the CC
emerged as the primary distinguishing factor between these
two implementations. These results can inspire future works
on the theme and lay the foundation for further comparisons
between centralized and distributed implementations. Future
works include extending our analysis to other network aspects,
such as fronthaul limitations and UE mobility.
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