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ABSTRACT

The Connection Admission Control(CAC) is part of ATM
traffic control and consists of a framework that optimizes
network usage while ensuring the desired QoS for the ser-
vices. The CAC approach we propose for ATM networks
is based on a effective bandwidth allocation strategy. This
paper addresses the effective bandwidth computation based
on a probabilistic model for cell level QoS and call level
QoS. Many papers concerning this subject usually consider
only cell QoS parameter. We propose a call-admission crite-
ria derived from load-sharing and Kaufman approximation
that allows to simplify the blocking probability analysis of
a multirate link.

1. INTRODUCTION

Asynchronous transfer mode networks are designed to
support a variety of applications with different traffic re-
quirements. When a network supports applications with de-
lay and loss requirements, the network must decide whether
there are enough resources in the network to admit a new
call request without affecting the commitments made to net-
work applications already admitted in the network.

A set of five service categories has been specified by the
ATM Forum[1]: Constant Bit Rate (CBR); non-real-time
Variable Bit Rate (nrt-VBR); real-time Variable Bit Rate (rt-
VBR); Available Bit Rate (ABR) andUnspecified Bit Rate
(UBR).

The CBR service category contains primarily the real-
time applications with no compression of the source traf-
fic and the rt-VBR category is intended for applications
which require tightly constrained delay and delay variation,
as would be appropriate for voice and video applications
with variable rate.

The nrt-VBR service category is intended for applications
which have bursty traffic characteristics and have no restric-
tions to cell delay occurrence, while the ABR category is

used in applications with the ability to alter their informa-
tion transfer rate as a function of the network flow state.
In UBR service category the cells are transmitted whenever
there is bandwidth available, and discarded in case of con-
gestion. The UBR service does not specify traffic related
service guarantee.

The ITU-T has been defined some similar ATM transfer
capabilities [5].

The service categories are characterized by traffic de-
scriptor parameters, asPeak Cell Rate (PCR) for the CBR
service category, and byQuality of Service (QoS) param-
eters, likeCell Loss Ratio (CLR) in the nrt-VBR service
category.

The Connection Admission Control (CAC) is part of the
ATM traffic control and consists of a framework that opti-
mizes network usage while ensuring the desired QoS for the
services.

Resource allocation by CAC deals with determining the
amount of bandwidth required by a connection for the net-
work to provide the required QoS.

In a simple call admission control procedure if the peak
bandwidth requirement of each connection is allocated
(even for the VBR service categories), then the ATM oper-
ates like a STM (Synchronous Transfer Mode) system and
no statistical advantages are obtained from the bursty nature
of the broadband integrated traffic. On the other hand, if an
average bandwidth requirement of each connection is allo-
cated (the most efficient use of the network resources) no
quality of service guarantee would be possible.

It can be possible to use resources more efficiently while
still satisfying quality of service requirements by overbook-
ing link bandwidth in statistical multiplexing schemes.

The main purpose of this paper is to investigate the best
way to implement the statistical multiplexing in an ATM
network in order to maximize the link bandwidth efficiency.
The major constraint to be satisfied is to guarantee cell and



call QoS requirements for different types of traffic even dur-
ing periods of network congestion. The cell level QoS pa-
rameters considered are the cell loss, cell delay and cell de-
lay variations. The call/connection blocking probability is
considered as a call level QoS parameter taken into account
in CAC procedures. The CAC approach proposed for ATM
networks [4] is based on aeffective bandwidth allocation
strategy. A circuit-switched style call acceptance algorithm
has been implemented, since each of the traffic sources shar-
ing the network (the transmission links) can be considered
as being served by its respective effective bandwidth.

In the proposed approach the effective bandwidth com-
putation is based on a probabilistic model for cell level QoS
(cell loss and a worst-case model for cell delay and cell de-
lay variation) and call level QoS (call blocking probabil-
ity). Many papers concerning this subject usually consider
only one cell QoS parameter. A few papers consider all the
cell level QoS parameters but using a single probabilistic
model for their computation [2], [3], [6], [7]. Moreover,
the formulation of effective bandwidth in the literature is
mainly based on cell level QoS [8], [9]. We propose a call-
admission criteria derived from load-sharing routing and
Kaufman approximation that allows to simplify the block-
ing probability analysis of a multirate link.

2. CELL LEVEL CONTROL

The core of any CAC algorithm is the estimation of band-
width required by a set of sources so as to respect the QoS
requirements of each individual source. We consider the
connection admission control problem for a statistical mul-
tiplexer system that consists of a link with transmission rate
C and a buffer of size b. Our model considers effective
bandwidth computation based on acceptable cell loss, cell
delay and cell delay variation.

2.1 Cell Loss

The effective bandwidth based on acceptable loss proba-
bility of a source depends neither on the number of sources
sharing the buffer nor on the model parameters of other
types of sources sharing the buffer. The effective bandwidth
computation is obtained on the assumption that the proba-
bility of finding more thanb cells in the queue must be less
than a certain given value. Mathematically, for an infinite
size queue with service rateC cps (cells per second):

PrfX > bg � exp(�bδ) (1)

X being the number of cells in the queue found by an arriv-
ing cell.

Supposing that there arek traffic sources multiplexed in
a buffer, there exist functionsci, depending only on source
i and parameterδ, such that the grade of service required in
(1) is achieved if, and only if,

k

∑
i=1

ci �C (2)

whereci is the effective bandwidth computed as in [7]:

ci =
1
δ

lim
t!+∞

lnEfexp[Ni(t)δ]g
t

(3)

Ni(t) being the number of arrivals in the time interval(0; t)
for the sourcei, i = 1; : : : ;k andEfXg is the expected value
of theX random variable.

All the possible cell loss ratio that are taken into account
in the traffic contracts of standardization committees can be
represented through two traffic models: constant rate and
ON-OFF Markov fluid sources. The simplest case of effec-
tive bandwidth computation considers sources with constant
arrival rateλ, whereN(t) = λt is deterministic andc = λ.

A Markov fluid source is similar to a MMPP source [7],
differing only on the arrival rate (in the case of Markov fluid
sources, the arrival rate is constant in each phase). In the
ON-OFF model, the source has two phases: it is either trans-
mitting at rateλ or not transmitting at all. The source stays
in each phase during an exponentially distributed random
time interval.

Thus, the effective bandwidth for ON-OFF Markov fluid
sources is given by:

c = α +
q

α2+β (4)

with

α =
1
2

�
λ�

1
δTon

�
1

δToff

�
β =

λ
δToff

(5)

whereTon andToff are the mean time intervals spent in ON
and OFF states, respectively.

2.2 Cell Delay

In this section the effective bandwidth is computed by
means of a worst-case deterministic delay model derived
from the work of Boudec [2].

A queue with infinite size buffer, served at ratec, can
guarantee a limit∆ for the cell delay, if:

c = max
t

N(t)
t +∆

; t > 0 (6)



N(t) being the number of arriving cells in the interval(0; t).

The deterministic effective bandwidth model does not
take into account the cell loss; thus, the buffer must have
a size such that:

b�∑
i

ci∆i (7)

whereci and∆i are the effective bandwidth and the maxi-
mum delay supported for each of the link connections, re-
spectively.

The effective bandwidth for constant rate sources is given
by the transmission rate, as:

max
t

λt
t +∆

! λ (8)

A variable rate source (defined by the parameters: mean
rateλ̄, peak rateλ and maximum burst sizeL) has its worst-
case delay when it is modeled as an ON-OFF source with
all bursts having sizeL.

The burst duration can be derived from the relation:

Ton =
L
λ

(9)

The intervalToff between bursts is derived from:

λ̄ =
Ton

Ton+Toff
λ (10)

The effective bandwidthc is always greater than the mean
rateλ̄, guaranteeing that the buffer is empty after each burst.

The buffer is filled obeying the function(λ� c)t and is
emptied with the ratec. The number of cells in the buffer
when a burst finishes is(λ� c)Ton and the buffer must be
emptied within a maximum time interval∆, at ratec. Thus,
the effective bandwidth is given by:

c =
λTon

Ton+∆
(11)

The parameter∆ may represent either the maximum de-
lay admissible in the buffer or the maximum variation al-
lowed for this delay.

The deterministic bandwidth model is conservative, pro-
vided that it is obtained from worst-case analysis which con-
siders the collision of multiplexed sources transmitting at
peak cell rate.

3. CALL LEVEL CONTROL

In this section, we analyze the general problem of admis-
sion control at call level in a network with arbitrary topol-
ogy and different traffic classes. Consider a network with
M nodes and L links.

Let K be the set of index of all possible node pairs that
communicate each other in the network, i.e.,

K = f1;2; � � �;Kg (12)

wherek 2K denotes a communicating node pair(p;q) with
nodep being the origin node andq the destination node.

Associated with every possible communicating node pair
is a set of admissible routes (a route is a sequence of links).
We represent the route set fork and service classn (n =
1;2; � � �;N) by R k;n, i.e.,

R k;n = f1;2; � � �;Rk;ng (13)

wherer 2 R k;n represents therth admissible routePr for
node pairk, service classn and consists of a sequence of
node pair[( j0; j1);( j1; j2); � � �;( jd�1; jd ], wherej0; jd repre-
sents the node pairk and j1; j2; jn�1 the intermediate nodes
of the router. A load sharing routing is considered. The
offered trafficλk;n is shared between the possible routes
r 2 R k;n. Then

λk;n = ∑
r2R k;n

λr;k;n (14)

whereλr;k;n is the Poisson arrival rate on the router for
the classn and node pairk.

For a specific linkj 2 R and classn, the Poisson arrival
rate isλ j;n where

λ j;n = ∑
k2K

∑
r2R k;n ; Pr� j

λr;k;n ∏
l2Pr ; l 6= j

(1�Bl;n) (15)

whereBl;n is the blocking probability of linkl for calls of
classn.

For one traffic class, with Poisson arrivals and exponen-
tial holding-times (with averageµ�1), the blocking proba-
bilities of the link j are approximated by

B j = Er(λ j=µ;C) (16)

whereEr(�;�) is the Erlang loss function, 1=µ = holding
time and link capacityC.



For N traffic classes we haveλ j;n andB j;n for each class
n. In order to simplify the notation, we will denoteB j;n

simply byBn. A call-admission policy for a generic link is
a rule that specifies, for each state of the link, the classes
of call-arrivals that are accepted and those that are rejected
in that state. The blocking probabilityBn can be obtained
by Markov decision process. This formulation for even the
single-link has ann-dimensional state vector, defined by the
numbers of calls of then classes in progress on the link
and becomes numerically intractable, even for small values
of n. In order to reduce the complexity of computations
with multi-dimensional Markov chains, we propose to re-
duce the Markov-chain by using the one-dimensional recur-
sion for link occupancy probabilities derived by Kaufman
[10]. With this approximation, the multirate admission-
control problem on a link is solved by a single system of
linear equations of size(M +1), whereM is the number of
“trunks” (integer multiples of a basic bandwidth unit) in the
link, regardless of number of traffic classes. Considerδ the
basic bandwidth unit described by

δ= gc ffc1;c2; � � �;cNg (17)

gcffg = greatest common factor. Let M be maximum basic
bandwidth unities available given by

M = bC=δc (18)

wherebxc is the greater integer less thanx and

c̄n = cn=δ (19)

the number of basic bandwidth unities required by the class
n.

The state probabilitiesα (not normalized) is obtained by
the following recursive scheme:

α0 = 1 (20)

αm =
1
m

N

∑
n=1

anαm�c̄n ; m = 1; � � �;M (21)

αm<0 = 0 (22)

where

an = (λn=µn)cn=δ (23)

Then

Bn =
M

∑
m=M�c̄n+1

qm (24)

where

qm = αm(
M

∑
m=0

αm)
�1 (25)

Bn denote the probability of blocking for calls of classn on
the link of capacityC.

4. CONCLUSION

The connection admission control for ATM networks that
unifies cell and call level QoS control has been addressed in
this paper. The cell level effective bandwidth computation
of the link traffic considering cell loss, cell delay and cell
delay variation parameters as a single probabilistic model
was presented. At the call level, we propose the load shar-
ing method to routing the calls and the Kaufman model to
calculate the blocking probability of a multirate link.
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