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Abstract 

In this paper, a new training-based spatial-temporal 
receiver is proposed for an asynchronous wideband direct 
sequence code division multiple access (DS-CDMA) 
system. The presented receiver employs a hierarchical 
recursive least squares (HRLS) algorithm to reduce the 
computational complexity. 
 

I. Introduction 

Space-time adaptive processing (see Fig.8) has been 
proposed for high data rate DS-WCDMA wireless 
communications to mitigate multiple access interference 
(MAI) and intersymbolic interference (ISI). The multipath 
signals arrive at the receiver with different angles-of-
arrival (AOA) and with different delays, allowing an 
antenna array [1, 2, 3] to exploit this spatial and temporal 
signatures to combat deep fades that occur in the wireless 
channels. Space-time processing can improve significantly 
the signal-to-noise ratio (SNR). 

In 3rd Generation cellular systems, pilot symbols (training) 
are available in the forward and reverse link and can be 
used for channel equalization, interference cancellation 
and antenna array adaptation. The training-based recursive 
least squares (RLS) adaptive filtering algorithm can be 
employed to perform this functions and reach the 
performance requirements of the new multimedia 
applications. In spite of presenting a fast convergence rate 
comparing to least mean squares adaptive (LMS) filtering 
algorithm, RLS algorithm presents a high computational 
complexity. In [4], a new RLS algorithm that employs a 
hierarchical structure was proposed. The author claims 
that the new method, called HRLS, can reduce 
convergence rate, improve performance and reduce 
complexity comparing with original RLS.  

This paper addresses the problem of designing a spatial-
temporal beamformer antenna array using HRLS 
algorithm to reduce the computational complexity. The 
objective is to find a weight vector that provides an 
appropriate beam pattern to the desired system user. The 
resulting algorithm allows combining coherently the 
desired signal multipath, canceling the interference signal, 

removing phase ambiguities present in blind algorithms 
and reduces the number of training symbols to obtain the 
filter coefficients. Comparison with training-based RLS 
[5] spatial-temporal beamformer is performed to confirm 
the improvements obtained. 

The paper is organized as follows: system model is 
presented in section II; channel model is described in 
section III; RLS and HRLS beamspace-time algorithms 
are presented in sections IV and V, respectively; 
simulation results in section VI and conclusion in section 
VII. 
 

II. System Model 

We consider the reverse link of an asynchronous direct 
sequence CDMA (DS-CDMA) system employing 
complex spreading [6] and QPSK data modulation to 
reduce peak-average ratio and achieve better bandwidth 
occupation. There are M users in the system and each user 
may transmit Nb data symbols packets over assumed 
stationary conditions. It is also assumed that the receiver 
employs an antenna array consisting of A identical 
elements equally-spaced by 2antλ . 

Assuming that the inverse signal bandwidth is large 
compared to the travel time across the array, the complex 
envelopes of the signals received by different antenna 
elements from a given path are identical except for phase 
and amplitude differences that depend on the path angle-
of-arrival (AOA), array geometry and the element pattern 
[3]. The angle-of-arrival dependent phase and amplitude 
response of the lth multipath signal from the mth user is 
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We can represent the reverse link baseband complex 
signal in the following vector form: 
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( ) ( ) ( )[ ]TA ttt νν ,,1 �=� is a complex white Gaussian noise 

vector with variance 2σ  and ( ) ( ) ( )[ ]TA

mmm ththt ,,1 �=h  is 

the normalized complex signature waveform vector of the 
mth user, described by: 
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Where cT  is the chip duration; cs TTG =  is the 

processing gain; ( ) ( ) Gjnc Q
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complex signature sequence (or spreading code) of the 
mth user at time n with { }1,1, ,, −+∈Q
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( ) ( ) ( )[ ]TA

mmm tptpt ,,1 �=p  is the chip waveform vector of 

the mth user that has been filtered at the transmitter and 
receiver and distorted by the multipath channel. We can 
model ( )tmp  as: 
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Where mL  is the number of multipath components for the 

mth user; l

mβ  and l

mτ are the complex gain and time delay 

of the lth path of the mth user; and ( )tchipψ  is the filtered 

chip waveform, which includes the effect of the 
transmitter and receiver filter. Finally, sampling the 
received signal at chip rate and assuming 1=cT , we 

obtain the following discrete-time signal: 
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We consider that the receiver is in perfect synchronization 
with the strongest multipath component, ml , of the desired 

user m ( 0=ml

mτ ) and that each of the A stacked impulse 

responses of ( )nmp  is FIR with order qm such that 

  ( ) pmcm GLqT ⋅−≤≤ 1maxτ , where max
mτ  is the maximum 

delay spread experienced by the mth user and L is some 
integer. So, we can write the discrete-time received signal 
corresponding to the kth symbol as: 
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In some cases, depending on the channel length, number 
of users (M), processing Gain (G) and number of antenna 
elements (A), it might be necessary to process more than 
one received vector at a time in order to estimate the kth 
symbol. Stacking µ consecutive symbols ( 2≥µ ), we can 

define the vector that will be processed, ( )kµr , as: 
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III. Channel Model 

In this paper, we consider a microcellular environment. 
The microcellular multipath propagation channel for each 
user is represented by the geometrically based single 
bounced elliptical model (GBSBEM) [7]. In the 
GBSBEM, it is assumed that the scatterers between the 
base-station and each user are uniformly distributed within 
an ellipse. This model is suitable to microcell and picocell 
environments where antenna heights are low and 
multipath scattering can occur near the base station or near 
the mobile with same probability [7]. We can obtain l

mβ , 
l

mτ  and l

mθ  of section II, using the procedures presented in 

[7]. The resulting joint probability density function of 
AOA and TOA (time of arrival) is given by: 
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Where vc  is the speed of light, md  is the distance of the 

mth user to the base-station, 2maxmax
mvm ca τ=  and 

22max2

mmmm dcb −= τ  are the major and minor axes of the 

ellipse containing the scatterers for the mth user. 

In Fig.1, we present the joint AOA-TOA probability 
density function obtained by evaluating 100.000 scatterers 
for 500=md  and vmm cd2max =τ  [7]. The plot shows that 



there is a high concentration of scatterers near the line of 
sight with relatively small delays. 
 

 
IV. Recursive Least Squares Algorithm 

RLS algorithm can be used to obtain the spatial-temporal 
beamforming weight vector, mŵ . In the following, we 

describe briefly the algorithm, for additional information 
see [5]. 
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WhereR̂ is the autocorrelation matrix, λ is the forgetting 
factor and δ  is some small positive constant. 
 

V. Hierarchical Recursive Least Squares Algorithm 

We can also employ HRLS algorithm [4] to obtain the 
spatial-temporal beamforming weight vector, mŵ :  

Do ηη Nto1=  (Level) 
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Where ηN  is the number of hierarchical levels; η
ξN is the 

number of groups on the η level, η
ξR̂  is the 

autocorrelation matrix of the group ξ on the η level. 
 
VI. Simulation Results 

In this section, we investigate the performance of the 
presented HRLS spatial-temporal beamformer in a 
microcell scenario using the GBSBEM model and we 
compare the results with the RLS spatial-temporal 
beamformer. 

For the simulations, we consider an asynchronous DS-
CDMA system with complex spreading operating at 
2GHz. There are 5 QPSK modulated users (M=5) per cell , 
each one transmitting frames with 1000 symbols 
(Nb=1000). The chip rate is 3.84 Mcps and the processing 
gain is 7 and 9 (G=7/9). The spreading sequences are 
randomly generated and are normalized to unit energy. It 
is considered that the frame duration is short compared 
with the coherence time of the channel to simpli fy the 
analysis. The cell ratio is 500 m, and the users are 
randomly positioned around the cell between 50 m and 
500 m ( 50050 ≤≤ md ) and with angles between –180° 
and 180°. We assume for all the users that the propagation 
delay is 3.33 µs (~13 chip) and Lm=4. The AOA of the 
strongest path of the desired signal is kept 150o 
( �1501 =m

mθ ) for all the simulations. The base station 

employs a circular array antenna (see Fig.9) with equally 
spaced elements ( 2antλ ) and the SNR at bit level for 

each antenna element is 7dB (Fig.2-5). The number of 
space and time elements is equal for all simulations. The 
results are obtained computing 1000 frames per evaluated 
parameter (SNR, Nt etc). For all simulations, we consider 
µ=1, L=2, λ=0.99 and δ=0.01. 

In Fig.2 and Fig.4, a comparison of the bit error rate 
(BER) of the HRLS and RLS space-time beamformers 
varying the length of the training sequence for a 7 
elements (A=7) and 9 elements (A=9) antenna array, 
respectively, is presented. In Fig.3 and Fig.5, we show the 
equivalent mean squares error (MSE). The results show 
that the proposed receiver presents a faster convergence 
rate although the RLS space-time beamformer presents, in 
the limit, better performance. 

Comparison of the BER between RLS and HRLS space-
time receivers varying the SNR for a 7 (Nt=50) and 9 
(Nt=100) elements antenna array (A=7/9) is presented in 
Fig.6 and Fig.7, respectively. For this particular condition, 
the performance of the proposed receiver outperforms the 
RLS space-time receiver. 

 Figure 1 Join AOA-TOA Probability Density Function ( 500=md  

and vmm cd2max =τ ) 
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Figure 2 BER of space-time RLS and HRLS varying the 
number of training symbols for SNR=7dB (M=5 and A=7) 

Figure 3 MSE of space-time RLS and HRLS varying the 
number of training symbols for SNR=7dB (M=5 and A=7) 

Figure 4 BER of space-time RLS and HRLS varying the 
number of training symbols for SNR=7dB (M=5 and A=9) 

Figure 5 MSE of space-time RLS and HRLS varying the 
number of training symbols for SNR=7dB (M=5 and A=9) 

Figure 6 BER of space-time RLS and HRLS varying SNR 
(M=5, A=7 and Nt=50) 

Figure 7 BER of space-time RLS and HRLS varying SNR 
(M=5, A=9 and Nt=100) 



Figure 9 Circular Antenna Array 
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VII. Conclusion 

In this paper, we have proposed a hierarchical recursive 
least squares (HRLS) spatial-temporal beamformer to 
reduce receiver complexity. Comparison against the 
recursive least squares (RLS) spatial-temporal 
beamformer in a microcellular environment with low 
mobilit y and high data rate users were obtained to 
investigate the performance of the proposed receiver.  

We have performed simulations considering an 
asynchronous high data rate WCDMA system employing 
complex spreading and a circular antenna array. The 
results show that, although HRLS spatial-temporal 
beamformer do not perform join detection, the faster 
convergence rate compared with RLS spatial-temporal 
beamformer brings advantages for wireless applications. 
Also, the reduction in complexity of the HRLS spatial-
temporal beamformer can be explored by real-time 
applications in next generation of wireless systems. 
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