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ABSTRACT

The main goa of this work is to describe a new model for a
large vocabulary continuous eech recognition system using
a phonetic-phonological approach. This work proposes a
statistical phonetic structure, applied at the phonetic-
phonological level, to improve the speed recognition
performancein systems with phonetic-phonological modeling.
It is rowed that the general likelihood scores are increased,
indicating better recognition performances. Thisis due to the
fact that the statistical phonetic structure will lead to enhance
some frequent phonetic combinations from the language itself.
Such structure should be mnsidered as an additional
knowledge base, containing information about the real
language phonetic structure. Also this new phonetic-
phonological approach should be strongly recommended to
use in spontaneous Peed recognition systems.

1. INTRODUCTION

Many reseachers consider the speed communicéion processas
a distinct evolutive differential, putting man apart from others
spedes on Earth. Towards the aedion d a red speech
interadion between man and machine, rebuilding this processis
neeled, reaeding, in an artificial way, every step involved in the
speed communicaion process

This work was developed in the GREP reseach group - Groupe
de Remnaissance Automatique de la Parole (Speed Reagnition
and Understanding Goup) a CRIM - Centre de Redherche
Informatique de Montred, Canada, and concluded in the LPS -
Laboratério de Processamento de Sinais (Signal Processing
Laboratory) at POLI/USP — Escola Politémica da Universidade
de Séo Paulo, Brazl.

1.1 —Machine Speed Interfacing System

A man-machine speech interfadng system is an automatic speech
reagnition/synthesis system that artificially recredes the speet
communicdion process steps. The following topics will briefly
discuss ©me parts of this g/stem. For a detailed description,
please refer to: [1][2].

1.1.1 Acoustic level

The aoustic procesor is diredly resporsible for the acoustic
pattern recognition d the speed signal, obtained from the signal
aqyuisition step. In this level, the speet signal will be converted
into a sequence of amustic symbals, usually cdled phoremes,
generating a phoretic transcription o the inpu speed signal.
This task uses the Hidden Markov Models (HMM) well-known
approad, so training one HMM structure for ead speech pattern
to be remgnized by the aoustic pattern matching process An
extensive description & HMM is out of the scope of this paper.
For a mmplete presentation d this subjed, please refer to: [3],

(4], [91, [6].

1.1.2 Phonetic - Phonological L evel

Thislevel is built uponthe words foundin the sentence using the
sequence of phoremes creaed in the aoustic level. Here, the
knowledge base used to represent the phoretic-phondogicd
information, is the phonetic graph.

In this kind d representation, the phanetic transcriptions are
branches in atreegraph, where each phoreme is noted by (in, p,
fn), being in, p, fn indexes of initial node, phoneme symbol and
final node respedively [7] [8] [9]. At the end d eath branch, in
the final node, there is a vocabulary word index; therefore the
whole path from the root nocke to every final node represents the
complete phonetic transcription o that word.
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This approach uses a specific graph cdled “Lexcal Treé' first
propased by Herman Ney [7]. Thisgraphis conceptualy equal to
aphoretic graph, emphasizing those groups of similar phonemes
foundin the vocabulary words. An example of this Lexicd tree
can be sea in figure (f.1):

n 1

O O
X oo CARNE
k Aa

o OAQ\Q
hak CANETA
oo []

[ t El

Figure f.1: Example Lexicd Tree (in Portuguese)

Figure (f.1) shows that, there is one common branch for a
given sequence of common ptonemes, therefore relating
vocabulary words with the same initial (one or two)
phonemes, saving storage space ad searching time.

1.1.3 Syntax level

This level uses a knowledge base with grammaticd rules
representing the general structure of the sentences that can be
extraded from speed utterance In large vocabulary continuows
speeth rewognition systems, the bigram or trigram language
modeling is usually applied, with formulation as sen below [10],
[11], [12]:

bigrams:
I:)(Wn |W1W2W3"'Wn—l) D P(Wn |Wn—l) (1)

trigrams:
P(wn |W1W2W3...Wn_1) O P(Wn |Wn_2Wn_1) ()]

2. TOP-DOWN AND BOTTOM-UP
APPROACHES

In the computing processng point of view, the whole task
performed by a speed reagnition system can be described as a
seach agorithm running over levels of knowledge bases,
relating phoremes, words and valid hypothesized sentences
generated as results from computing process Nevertheless this
kind d computing process can be performed in two dfferent
approaches: Top-Down and Bottom-Up.

The Top-Down approach will generate, at first, many
hypatheticd sentences, oriented by language modeling. These
hypatheses will guide the next steps at the phoretic-phondogica
level and amustic level, matching words and phoreme sequences
with the best likelihoodscore amputed by the search algorithm.

On the other way, in the Bottom-Up approad, the aoustic level
will perform phoneme detedion, generating a phoreme sequence
that will be treaed at the phoretic-phondogicd level and at the
syntax level in order to buld avalid speedt sentence

2.1 Block-Diagram of a Phonetic - Phonological
Speed Recognition System

The following block diagram represents a speed recognition
system for a large vocabulary, where words are represented by
their phoretic transcriptions:
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Figure f.2 : Phoretic-Phomologicd Speet Reaognition
System

This block diagram describes, in detail, what redly happens
during speed rewgnition, computing on Top-Down and
Bottom-Up approacdhes.

On a Top-Down approach, a set of valid W sentences will be
generated before phoneme sequence F becaise those
hypatheticd W sentences, creaed by syntax processor using a
given language modelling P , will guide the aoustic
pattern matching to generate the best phoreme sequence F. In

this case, the recognition process can be described with the
following expresson:

W =argmaxP(Y | F,W)P(F [W)P(W)  (3.)
w

where P(Y | F,W) is related to the acoustic pattern matching

step, and P(F |W) is a phoretic-phondogicd knowledge
base, usudly a phoretic dictionary, conreding the phoreme
sequence F to the word sequence W.

On a Bottom-Up approach, the phoreme sequence F will be
creded before the word sequence W is, becaise the phoreme
sequence will guide, at first, those others steps in a phoretic-
phondogicd level and syntax level through the fina word
sequenceW.

In this case, the recognition step is formulated by:

W =argmaxP(Y | F,W)PW | F)P(F) @)
w

where P(W | F) is related to the syntax and phonetic-

phondogica levels, usually a phoretic graph, and P(F) is
some sort of phondogicd rule, or again, either a phoretic graph
enhanced by a phonetic-phondogicd knowledge provided by
the vocabulary, or a previous knowledge from the language used
in the speed. The lexical tree is an example, becaise those
groups of initial similar phoreme sequences arein fad a different



way to represent this specific knowledge about the vocabulary
words used in the language.

Furthermore, it shoud be noted that the terms F’(F |W) or

P(F) are fredy exposed to pdnt out the fad that by handling

these terms it is possible to figure out new ways to improve the
whole speet remgnition performance The arrent knowledge
base presented urtii now (the phoretic dictionary, phoretic
graphs, phondogicd rules) is adualy a static way to represent
the vocabulary, just relating words to their phoretic
transcriptions.

2.2 Statistical Phonetic Modeling (SPM)

This phoretic modeling is a new way to enhance P(F |W) or
P(F) using the knowledge provided by the language itself. This
knowledge does not come from phondogicd rules, but is
dynamicdly extraded from the language used by spedkers in
their ordinary communication, applying the same method to
generate a language model. In this case, those terms will be
satistically formulated as phoretic bigrams or trigrams, as
follows:

Phonetic bigram:
P(f, | fuf, fo 6 0) OP(fL 1 1) @
Phonetic trigram:

P(f, | f.f,f5..f, ) OP(f, | f,0f0n)  ©®

This new statistical phoretic modelling will enhance the whole
continuous speed recognition performance by adjusting the
likelihood score cmputed duing the recognition step.
Therefore, these @nditional probabilities bigrams or trigrams
will add the knowledge &ou the idiom, emphasizing frequently
used peirs or triplets of phoreme sequences and de-emphasizing
other ones not so frequent, or even wrong phoreme sequences.

3. METHODOLOGY

The basic theory and implementation technique for the aoustic
pattern recognition is the well-known Hidden Markov Model
(HMM). This approach will lead to new implementation ways,
using new ideas at the phonetic-phondogicd |evel

A portion d the English speedr corpus SWITCHBOARD
(SWB), distributed by LDC (Linguistic Data Consortium), was
used with a phoretic dictionary of 18000words and a language
modelling from CLSP. It shoud be noted that (SWB) is a
sportaneous speed database, and therefore, it is very hard to
predict an adequate performance since spontaneous language is
il a challenging problem in speed processing.

For agorithms and training implementations, the HTK toolkit
version 21 (from Entropics Inc.) was used in the aedion and
exeaution o the whole reaognition system.

1 CLSP (Center for Language and Speed Processng), John
Hopkins University, http://www.clsp.jhu.edu

3.1 The SPM Implementation

From the previous analysis of the expressions (3.1) and (3.1I) in
21 we can asociate the tems P(W|F) and PW) as
P(w) 2 the terms P(F) and P(F |W) as P(f) °with
this new arrangements the expresson (3.1) and (3.11) becomes a
more generic expresson:

W = argmaxP(Y | F,W)P(w)P(f) ©6)
W

or using logarithmic values:

W = argmax{log[P(Y | F,W)] + log[P(w)] + log[P(1)}  (7)

3.1.1 The A contribution parameter

To chedk how important theinfluenceof P(f)is, in the global

recognition score, it will be necessary to re-scde the terms of (7),
sincethat, from computing process ead scoreis cdculated from
SPM and it will be & large & any other term in that expresson.
The parameter O  (with arange from 0.01to 0.2) isused in (8)

W - argmr;na>{(1— a)log[P(Y | F,wW)] +log[P(w)]) + a(log[P( )]}

(8
and it will adjust the final score to the Statisticd Phoretic
Modelling's Contribution.

4. RESULTS

The next table summarizes the results achieved in this reseach:

Remgnizers %Corred ~ %Accuracy
Standard Recognition 532%% 1331%
Statistical Phonetic Modeling 54,73% 17,31%
Reagnition
With 1 phoneme in the @mmon

uence

Herman Ney Standard Reagnition 56,27% 1530%
Herman Ney with Statistical Phonetic 59,50% 19,77%
M odeling Recognition
With 2 phoremesin the Common sequence
Herman Ney Standard Reagnition 57,27% 1850%
Herman Ney with Statistical Phonetic 61,14% 2217%
M odelling Reagnition

Table (t-2): Results simmary

2 Because these terms are essentially the same just depending on
the sort of approach considered: bottom-up a top-down.
8 Again those terms are similar, depending on the alopted

approac .



Four systems were prepared in oder to evauate the red
improvement provided by the statisticd phoretic modeling, using
different algorithms.

First, a standard speet reagnition system was creded, using a
classcd Viterbi algorithm to score the maximum likelihoodin
the speed remgnition pocess This <ore will be our
comparison referencewith other results achieved in this work.

The second system is a standard speed recognition enhanced
using the statisticd phonetic modeling, re-scoring the likelihood
computed in the testing step.

The third ore is a standard Herman Ney system [13], using a
Lexicd Tre€ with 1 (one) and 2 (two) phonemes in the common
sequence, creged from the same phoretic dictionary used in the
standard reaognition system.

The forth ore is the same standard Herman Ney System creaed
before (with 1 and 2 phoremes in the mmmon sequence),
enhanced now by statistical phoretic modeling, again re-scoring
the results achieved in the recognition process.

5. CONCLUSION

The results point out that a statisticd phonetic modelling reades
a significaive increae in performance considering that the
SWITCHBOARD is a spontaneous language database, which
ads as an additional difficulty term in the whole system’s
performance, as siown before in the table. Also, it shoud be
pointed ou that, the entire evaluation was under a spesker
independent system scenario, which brings ancther variable to
the system performance. This new proposed model shows a new
referencefor future work with sportaneous eed.

As a future work, this g/stem could be re-evaluated , using
ancther speed database (for instance the WSJ corpus) in training
and testing steps, in order to reat a more solid comparison, that
is, an increase in the % of accetance and acairacy among other
speed recognition systems. Until now preliminary results are
very promising.
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