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Abstract

In this paper we examine the fricatives and
stops encoding of a very low bit rate speech
compression algorithm, based on a mixed multi-
band excitation system. The algorithm incorpo-
rates several improvements over previously re-
ported coders. One of them is the use of a spe-
cific modelling and synthesis strategy for frica-
tives and stops at 400 b/s. The codec, which
operates at an average rate of 1.2 kb/s, is com-
pared with the North American standard 2.4
kb/s MELP coder for sentences with a large
concentration of fricatives and stops sounds.
Subjective listening tests indicate that the two
codecs are comparable for both types of sounds,
although the sound specific scheme operates at
400 b/s, whilst the MELP operates at 2.4 kb/s.

1 Introduction

The mixed multiband excitation (MMBE) [1] and
the mixed excitation linear predictive (MELP) [2]
coders are amongst the most modern and success-
ful very low bit rate speech coding algorithms.
These platforms are based on linear predictive cod-
ing (LPC), where an excitation signal is applied
to an all-pole filter representing the spectral enve-
lope information of speech. The use of the classi-
cal vocoder principle of Atal and Hanauer [3] of-
ten results in synthetic speech quality. The MELP
and MMBE coders are able to improve the encoded
speech quality by splitting the speech into several
frequency bands [1],[2]. However, the mixed noise
and pulse excitation is not capable of reproducing
some specific signals such as those seen in stops
and fricatives. In order to provide a clearer speech

quality for the sentences containing these sounds,
we use a strategy based on the algorithms intro-
duced by Unno et al. [4] and Ehnert [5]. To trans-
mit the spectral envelope information, we have cho-
sen an LSF switched-predictive vector quantiser [6]
that requires only 21 bits per frame to encode the
LSF parameters. To reduce coding noise, a spec-
tral envelope reconstruction and noise reduction
(SERNR) postfilter is used. We conduct sound
specific listening tests to compare the proposed al-
gorithm with the MELP coder, for fricatives and
stops sounds.

This paper is organised as follows. Section 2
briefly describes the speech compression algorithm.
Fricatives and stops modelling and synthesis tech-
niques are detailed in Section 3. Section 4 presents
and discusses the results of subjective listening
tests. Finally, Section 5 gives the concluding re-
marks.

2 Overview of the Compres-
sion Algorithm

The speech compression algorithm is based on a
Mixed Multiband Excitation LPC [1] system. The
speech input is split into several frequency bands,
with a voiced excitation source or an unvoiced ex-
citation source for each sub-band in the speech
frame.

After LP analysis has been performed on a 20
ms speech frame, a robust pitch detection algo-
rithm similar to the one employed in [5] is invoked
to locate any evidence of voicing. The LPC coef-
ficients are transformed into LSF parameters and
encoded with 21 bits per frame by an optimised
switched-predictive vector quantiser [6]. The gain
is quantised with 5 bits per frame and the exci-



tation is encoded with 3 bits per frame. Speech
frames classified as voiced are split into 3 fre-
quency bands, which are implemented with fixed
filter banks, and a bandpass voicing analysis is
performed. For unvoiced frames, we use specific
modelling and synthesis approaches based on the
techniques described in [4] and [5]. Voiced speech
is encoded at 1.75 kb/s using an MMBE model,
whilst unvoiced speech is encoded at 400 b/s, with
the scheme described in Section 3.

At the decoder, the voiced speech frames are
filtered by a pair of filter banks. For the voiced
frames, mixed excitation is generated as the sum
of the filtered pulse and noise excitation. The next
step is to perform the LPC synthesis with the coef-
ficients corresponding to the interpolated LSF's and
apply the decoded gain to the synthesised speech.
An SERNR postfilter [7] and a noise suppression
method [8] are then applied to the synthesised sig-
nal.

The strategy to enhance the quality of decoded
speech combines the strenghts of the adaptive spec-
tral enhancement (ASE) [9] and the spectral enve-
lope restoration (SER) [10] postfilters. This struc-
ture, called spectral envelope reconstruction and
noise reduction postfilter (SERNR) [7], gathers the
stse restoration properties of the SER filter and
noise reduction capabilities of the ASE technique.
The SERNR postfilter has the following transfer
function:

HsgrNr = igi;f]; (1-vz

(1)

where A(z) and A(z) model the stse of the original
and reconstructed speech, respectively. Listening
tests have shown that appropriate values for {, n
and v are 0.82, 0.9 and 0.3k1, respectively.

3 Fricatives and Stops Encod-
ing

The mixed excitation allows the MMBE to have
considerable freedom for the voicing decision. How-
ever, the mixed noise and pulse excitation is not ca-
pable of reproducing specific signals such as those
seen in stops and fricatives. In order to provide a
clearer speech quality for the sentences containing
these sounds, we use an strategy based on the al-
gorithms introduced by Unno et al. [4] and Ehnert
[5]. It envolves the detection and the modelling
and synthesis of these signals.

For the detection of stops we employ the peak-
iness value of the LPC residual signal r(n) and a
sliding window is used to find the frame position
that maximizes the peakiness value [4]. In our ap-
proach there are two types of stop signals since
two excitation codebook entries are reserved for
these sounds. The first one corresponds to those
signals whose maximum amplitudes are located in
the first half of the frames whilst the second one
is associated to those whose maximum amplitudes
are found in the second part.

The detection of fricatives makes use of appropri-
ate thresholds for the zero crossings and the energy
of each frame. These low energy signals usually
have between 60 and 140 zero crossings per frame
whilst voiced frames typically do not cross the axis
more than 60 times per frame [5].

In this model, all stop and fricative signals f|s(n)
are produced by scaling and LPC filtering pre-
stored templates of LPC residual signals r(n) using
templates of LPC coefficients:

fls(n) = Gr(n)+zaif|8(n—i) (2)

where G is the gain based on the energy of the input
stop or fricative signal and a1, ...,a, are the LPC
coefficients stored in the decoder. The templates
are carefully chosen to avoid the transmission of the
LPC coefficients for unvoiced frames. We have used
one residual signal and an LPC set as templates to
synthesise fricatives, whilst two residual signals and
two LPC sets were employed to reproduce stops.
The fricative and stop sounds are reproduced by
the application of (2), where the residual signals
and LPC coeflicients templates are used with the
transmitted gains for the synthesis of these sounds.

4 Subjective Tests Results

To evaluate the quality of the synthesised fricatives
and stops, two independent A/B comparison tests
were carried out. We have chosen two sentences in
Brazilian Portuguese with a large concentration of
fricatives and stops. The first sentence ( “Vi Zé
fazer essas viagens seis vezes”) contains a high
proportion of fricative sounds, whereas the second
one (“O atabaque do Tito é coberto com pele
de gato”) has a large concentration of stops. Each
sentence was uttered by five female and five male
speakers. The test material included only clean
speech and was presented to 10 listeners. Since a



particular sentence was also randomly presented in
reverse order, there are 200 opinions for each test.

In the first situation, we compared our platform
with the MELP coder for speech with a large con-
centration of fricative sounds. The results have
shown that 30% of the listeners preferred the pro-
posed system, 29% found the MELP coder supe-
rior, whilst 41% had no clear preference. These
opinions indicate that for fricative sounds, the pro-
posed compression algorithm is comparable to the
MELP.

In the second situation, a similar comparison was
carried out for the speech material with a large con-
centration of stop signals. The MELP was found to
be superior by 31% of the listeners, 29% preferred
the proposed algorithm, whilst 40% had no clear
preference, as shown in Table 3. For stop signals,
the listening tests have shown that the proposed al-
gorithm is also comparable to the MELP. Indeed,
the results of the A/B comparison tests indicate
that the proposed system, operating at 1.2 kb/s
and encoding fricative and stop sounds with only
400 b/s has, for these types of sounds, a subjective
quality comparable to the MELP standard operat-
ing at 2.4 kb/s.

Table 3
A /B comparison tests for stop and fricative
sounds.
Sentences || Fricatives Stops
Proposed (%) 30 29
Comparable(%) 41 40
MELP(%) 29 31

5 Concluding Remarks

We have performed a comparative analysis of a
very low bit rate speech compression platform
using sound specific techniques with the North
American standard MELP coder. The encod-
ing algorithm is based on several improvements
(such as an efficient LSF quantisation, frica-
tives and stops modelling and synthesis techniques
and the SERNR postfiltering) over previously
reported mixed multiband excitation (MMBE)
speech coders. We conducted a comparison of the
proposed coder, operating at 1.2 kb/s and encod-
ing fricative and stop sounds with only 400 b/s,
with the MELP coder, operating at 2.4 kb/s, for
fricative and stop sounds. Subjective listening tests
indicate that, for these sounds, the proposed coder

is comparable to the MELP, whilst it encodes un-
voiced and silence frames with only 400 b/s.
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