
Abstract1 - In this paper, a method for resource allocation method in
switchlet networks is introduced. The method is based on restricting
the search space for the solution of a multicommodity flow problem The
proposed approach is accurate, and amenable to real time implementa-
tion.

I. INTRODUCTION

The ability to rapidly deploy new services in response to
market demand will be a key factor for the survivability of
network service providers. In line with that, network pro-
grammability has been a focus of interest of the research
community. Programmable network techniques [1]-[3]
includes the programming of signalling, as well as the allo-
cation of the resources of switches. Switchlet [4]-[7], a pro-
grammable network technique, allows the allocation of a
subset of the resources of a switch and the co-existence of
multiple control architectures in a single switch.

Virtual Private Networks (VPNs), or overlay networks,
are networks of resources built on the top of an existing net-
work infrastructure, and are used for traffic segregation.
VPNs resemble private leased-line networks, however, the
allocation of permanent resources is not required. Program-
mable networks take the VPN concept a step further. Signal-
ling and any aspect of the underlying network resources,
which can be programmed, are under control of VPNs in
programmable networks.

The arrival of requests for VPN establishment can be
highly dynamic and resources can be frequently allocated/
deallocated. Therefore, it is of paramount importance to
maximize network resource utilization. Moreover, resource
allocation decisions have to be made in real time.

 In this paper, an approach for resource allocation in
switchlet networks is presented. The proposed solution falls
into the category of the multicommodity flow type of solu-
tion [7]-[8], which is a NP-hard one [9]. To decrease the
computational complexity of the multicommodity flow
solution, and consequently, to be able to obtain a procedure
amenable to real time implementation, thek shortest paths
between a pair of nodes are taken into account. Only those
paths which satisfy the QoS requirement of a VPN are con-
sidered. Furthermore, the feasibility of a real time imple-
mentation is demonstrated.

This paper is organized as follows. Section II describes the
switchlet concept. Section III introduces a method for re-
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source allocation in switchet networks. Section IV presents a
numerical example. Section V analyses the effectiveness of
the proposed method, and conclusions are drawn in section
VI.

II. SWITCHLETS

Switchlet is an open signalling concept [3]-[5]. The set of
resources and signalling of a switch can be decomposed in
“mini switches”, called switchlets, which can be individu-
ally allocated. The functionality of a switch is encapsulated
in an open control interface. Therefore, a fine grained con-
trol of the switch resources can be achieved. Although the
switchlet technique was originally implemented using ATM
technology, it is extensive to other network technologies.

A set of switchlets on different switches can be combined
to form a virtual network. Each virtual network can poten-
tially use different control and management mechanisms,
which are collectively called a control architecture. There-
fore, different control architectures can be operational on
the same physical network at the same time.

In switchlet networks, new control architectures can be in-
troduced into a network without disrupting existing services
and applications. Control architectures can be created on de-
mand to allow the dynamic establishment of virtual private
networks. The action of creating switchlets and combine
them into VPNs can be automated, allowing the implemen-
tation of an open network, in which ‘any user’ can construct
a network, and become a service provider.

III. THE RESOURCE ALLOCATION PROBLEM

To establish a virtual private network, resources need to
be allocated along the network. The allocation decision can
be done either in a centralized or in a decentralized way. In a
decentralized mode, either one of the end points of a VPN
carries out the resource allocation. If on one hand, the
decentralized scheme may present low signalling overhead.
On the other hand, it may lead to non-optimal allocation of
resources, In a centralized scheme, however, optimal solu-
tions can be achieved.

To minimize the cost of furnishing service is the goal of
every network provider. To do so, in the centralized scheme,
a traffic management agent should collect, from time to
time, requests for VPN establishment, and decide which
resources should be allocated to a VPN. In other words, it
should determine which routes the flow of each VPN should
follow. Such kind of problem falls into the category of the
multicommodity flow type of problem.

Before showing the multicommodity flow solution, the
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node splitting transformation and an approach to find thek
shortest paths between a pair of nodes are introduced.

A. The Node Splitting Transformation

In networks where switching elements are monolithic
signalling blocks, bandwidth is the major resource to be
allocated. However, in switchlet networks, the resources of
a switch can be decomposed into several logical switchlets.
Moreover, the input and the output bandwidth of a switch is
shared among all switchlets of a switch. To represent the
allocation of switchlets and to state the network flow prob-
lem in a standard “arc flow” form, the node splitting trans-
formation is used.

The node splitting transformation splits each nodei into
two nodesi’’  andi’,  which correspond to the node input and
output, respectively. It replaces each original arc (i, j) by an
arc (i’ , j’’ ) with the same cost and capacity, and adds an arc
(i’’ , i’ ) of zero cost and with infinite capacity for each node
i. Nodei’’  receives the node inflow. From nodei’, the output
of node i departures. Arc (i’’ , i’ ) carries flow from the input
to the output. Figure 1 illustrates the node splitting transfor-
mation.

Note that there is a one-to-one correspondence between
flows in the original network and flows in the transformed
network. Besides that, flows in both networks have the same
cost.

Fig. 1: The Node Splitting Transformation.

B. Finding the k Shortest Paths

A multicommodity flow solution takes into account all
possible paths between a pair of nodes which leads to com-
putational unfeasible solutions, except for small networks.
To reduce the computational complexity from exponential
to linear, at mostk shortest paths between a pair of nodes
are used in the multicommodity flow problem. Only those
paths which satisfy the QoS requirements of a VPN are
taken into account.

A generalization of the Dijkstra algorithm was used to
find the k shortest paths between a pair of nodes [10]. In
Dijkstra’s classical algorithm, nodes are inserted into a heap
with the distance to the source node used as a key. At each
step, the minimum distance node is extracted from the heap
and the distances to its neighbors are updated. Each node is
visited only once. When the heap is empty the distances
from the source node to all the other nodes of the network

are determined. In the generalized Dijkstra algorithm, nodes
may be visited more than once, since a node may be used in
more than one path. An “element” is created each time a
node is visited, and it is tied to the node. Each element has a
distance to the source node. Elements are inserted into a
heap with their distances as keys. At each step, the mini-
mum distance element is extracted. The time complexity of
the generalized Dijkstra algorithm isO(kmn), and the total
memory usage complexity is O(km+kn), where k is the
number of shortest paths,m the number of links, andn the
number of nodes.

C. Resource Allocation via Multicommodity Flow Formula-

tion

In a multicommodity flow problem, each commodity cor-
responds to a VPN. A revenue value is associated to each
commodity. The problem is formulated as a problem of
maximizing network revenue. Such formulation can be eas-
ily changed to a problem of maximizing resource utiliza-
tion.

Let G be a directed network with N nodes,A arcs andK
commodities.P(k) is a set which contains all source-desti-

nation paths, for . The cost of a path is denotedcp.

The required amount of flow for commodityk is denoted by

qk. The total cost of assigning commodityk to thepth path,

for  is, thus,qkcp. The revenue of commodityk
is denoted bywk.

The integer multicommodity flow problem can be formu-
lated as follows:

Maximize

Subject to , (1)

, (2)

. (3)

The value of the decision variable  is 1 if the com-

modity k is assigned topth path.da, , is theath arc

capacities. The value of , , , ,

is 1 if thepth path contains theath arc. Otherwise  equals

zero.
The objective function is the sum of commodities reve-
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nues minus their cost, i.e., of pathp cost, , multiplied by

the required flow  of thekth commodity. Constraint (1)
establishes that for each arca the sum of the flows of all
commodities using it cannot exceed its capacity . Con-

straint (2) and (3)state that the flow of a commodity should
be assigned to a unique path.

To solve efficiently the integer multicommodity flow
problem, an NP-hard problem, a branch-and-bound algo-
rithm is used. A branch-and-bound algorithm analyzes the
solution space as a tree structure where each node corre-
sponds to a decision variable in the problem, each branch is
an assignment of a value to the decision variable, and leaves
are possible solutions of the problem.

Brand-and-bound algorithms reduce the number of nodes
to be searched by pruning the search tree. This is done by
calculating a bound for each node of the tree and by
comparing it to the best solution. When calculating the
bound, the values of the already assigned variables are used.
The method assigns a path to a commodity at each step, and
then tests the lower bound of the decision variable
assignment. If the lower bound is greater or equal to the best
solution found so far, the search tree is pruned, otherwise the
algorithm continues to the next step. The lower bound is
calculated using the column generation method that consists
in generating columns to solve the linear multicommodity
problem when necessary. The algorithm searches the
solution space in order to find an optimal solution. It
maintains the best solution found at each step of the search.

IV. AN EXAMPLE

To illustrate the resource allocation problem, an example
is furnished. Four classes of services are considered: video,
voice, data and best effort. VPNs fall into one of these four
types. The QoS requirements of these classes are given by
the maximum number of hops of a path. Class 1 (video) and
class 2 (voice) paths are as long as the network diameter.
Class 3 (data) paths can be at most 1.3 of the network
diameter, and any path is acceptable for Class 4 (best effort).

Note that the path length is used as a QoS metric just for
the purpose of illustrating the method. It can be easily
replaced by any QoS requirement such as the delay. The
chosen QoS metric is immaterial to the purpose of the
present work which is to introduce a resource allocation
solution for switchlet networks. Actually, any QoS metric
can be used as link cost when finding thek shortest paths, as
well as any set of QoS metrics can be used. Note that the
agent in charge of resource allocation should keep track of
the state of the network which can be periodically obtained.

Figure 2 shows the topology used in the example, taken
from [11]. Labels on the arcs show the cost and the
bandwidth of a link. Table 1 shows the required bandwidth,
the class of service and the revenue of each VPN going from
nodei to node j.

ILOG CPLEX Mixed Integer Optimizer, version 6.5, was

used to solve the multicommodity flow problem. Software
pieces were developed using C ANSI and were executed in
a Pentium III machine running LINUX, kernel 2.2.12-20,
with 450 MHz, 512 KB cache, 384 MB of main memory
and 72 MB of swap memory.

Table 2 illustrates the execution time in seconds and the
number of paths considered in the optimal solution.

Fig. 2: The topology used for illustration [11].

V. THE EFFECTIVENESS OF THE PROPOSED

METHOD

To assess the feasibility of a real-time implementation of
the proposed method, a set of networks was generated by
varying the number of nodes, links, and commodities. Table
3 describes the topology of these networks.

Solutions using 100, 30 and 10 shortest paths were gener-
ated. These solutions were compared to the optimal one.
The near optimal solutions obtained when the number of
paths were restricted deviate at most 2% from the optimal
value. Checking the accuracy of non-optimal results was
possible only up to the network with label 11 (Table 3). The
exact solution of networks 12 to 18 could not be derived due
to memory limitation. Results for these networks are
reported in order to have an estimate of the execution time.

The accuracy of the near-optimum solution did not signif-
icantly differ when 100, 30 or 10 paths were used. As can be
seen, the execution time of the solution with 10 paths is con-
siderably lower that the solution with 100 and 30 paths.
Moreover, data in Table 4 support that the proposed method
is adequate for real time implementation.

VI. CONCLUSIONS

In this paper, it was introduced a new approach for re-
source allocation in switchlet networks. The proposed meth-
od reduces the complexity of a multicommodity flow
solution by considering only a subset of the paths which sup-
port the desired Quality of Service. Results were within 2%
of the optimal one, and the procedure is amenable to real
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time implementation. The method introduced here is not
scalable to large networks, such as the Internet. It is currently
under investigation the partitionning of large networks so
that the proposed analysis can be carried out in large net-
works scenarios.
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Table 1:VPNs TO BE ESTABLISHED IN THE NETWORK SHOWN IN FIGURE 2. FOR EACH VPN, THE REQUIRED BANDWIDTH; CLASSE OF SERVICE AND ITS ASSOCIATE REVENUE ARE
SHOWN

Nodes 1 2 3 4 5 6 7 8

1 6, 1, 9000 8, 1, 12000 3, 2, 2250 4, 4, 1500 3, 2, 2250 5, 1, 7500 8, 1, 12000

2 8, 1, 12000 - 7, 2, 5250 8, 4, 3000 5, 4, 1875 9, 4, 3375 6, 2, 4500 4, 1, 6000

3 1, 2, 750 7, 1, 10500 - 1, 4, 375 8, 4, 3000 7, 4, 2625 8, 1, 12000 7, 2, 5250

4 3, 4, 1125 8, 1, 12000 8, 4, 3000 - 11, 4, 4125 5, 2, 3750 3, 4, 1125 3, 1, 4500

5 9, 2, 6750 8, 1, 12000 1, 2, 750 3, 2, 2250 - 1, 1, 1500 4, 1, 6000 9, 2, 6750

6 3, 4, 1125 6, 1, 9000 2, 2, 1500 5, 1, 7500 7, 4, 2625 - 10, 2, 7500 16, 4, 6000

7 5, 4, 1875 13, 1, 19500 16, 1, 24000 3, 1, 4500 21, 2, 15750 10, 1, 15000 - 5, 1, 7500

8 8, 1, 12000 21, 1, 31500 26, 2, 19500 3, 1, 4500 31, 2, 23250 16, 1, 24000 5, 4, 1875 -

Table 2:DATA FROM THE EXAMPLE SHOWN IN FIGURE 2. TIME IN SECONDS.

Execution time 00:00:12.46

Number of switches 8

Number of links 28

Number of commodities 56

Number of generated paths 195

Total Cost 396759



Table 3:DESCRIPTION OF NETWORK TOPOLOGIES IN THE STUDY.

Problem Nodes Links Commodities

1 8 25 21

2 8 25 33

3 10 15 28

4 10 15 41

5 10 45 28

6 10 45 41

7 12 50 65

8 20 30 42

9 20 30 90

10 30 40 43

11 30 40 97

12 30 43 43

13 30 43 97

14 30 45 97

15 30 50 97

16 30 100 43

17 30 300 43

18 30 300 97

Table 4:EXECUTION TIMES IN SECONDS CONSIDERING 100, 30 AND 10 SHORTEST PATHS
BETWEEN END-POINTS OF VPNs.

Problem VSP Profit K = 100 K = 30 K = 10

1 92934 00:00:02.03 00:00:01.79 00:00:01.72

2 145719 00:00:03.18 00:00:02.73 00:00:02.65

3 130260 00:00:02.31 00:00:02.76 00:00:02.28

4 173691 00:00:03.34 00:00:03.36 00:00:03.30

5 138756 00:00:02.85 00:00:02.38 00:00:02.26

6 184713 00:00:04.01 00:00:03.45 00:00:03.31

7 372204 00:00:06.41 00:00:05.42 00:00:05.18

8 197451 00:00:04.65 00:00:03.73 00:00:03.45

9 383814 00:00:12.74 00:00:08.30 00:00:07.36

10 163206 00:00:05.80 00:00:03.90 00:00:03.50

11 454176 00:00:17.98 00:00:09.53 00:00:08.04

12 169644 00:00:06.22 00:00:03.90 00:00:03.53

13 422250 00:00:18.71 00:00:09.88 00:00:08.18

14 461343 00:00:19.07 00:00:09.35 00:00:07.96

15 470175 00:00:15.61 00:00:09.14 00:00:07.93

16 175977 00:00:06.15 00:00:03.96 00:00:03.53

17 177213 00:00:07.35 00:00:04.49 00:00:03.72

18 496776 00:00:15.63 00:00:09.62 00:00:08.11


