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Abstract - In this paper, a method for resource allocation method in  source allocation in switchet neavks. Section IV presents a
switchlet networks is introduced. The method is based on restricting numerical gample_ Section V analyses thdéeetiveness of

the sear ch spacefor thesolution of amulticommodity flow problen The  the proposed method, and conclusions aremlia section
proposed approach isaccurate, and amenabletoreal timeimplementa- VI.

tion.

II. SWITCHLETS

l. INTRODUCTION Switchlet is an open signalling concept [3]-[5]. The set of
resources and signalling of a switch can be decomposed in

The ability to rapidly depl new services in response to. = . : . ; L
Y pidly deplp P “mini switches”, called switchlets, which can be widu-

market demand will be ady factor for the survability of i . e
network service praiders. In line with that, netork pro- ally allocated. The functionality of a switch is encapsulated

grammability has been a focus of interest of the researgh?" OPen cqntrol inteate. Therefore, a'fme grained con-
community Programmable netwk techniques [1]-[3] tro[ of the SWIt(.:h resources can.be avhte Althoggh the
includes the programming of signalling, as well as the aII&W';Chllet tephnlque as orlglnilly |mplerknentrelzd lljsmgTM
cation of the resources of switches. Switchlet [4]-[7], a pr&Eac nologyit IS extensve t(.) other ngtwr technologies. .
grammable netark technique, alles the allocation of a A set of switchlets on dirent switches can be combined

subset of the resources of a switch and thexisience of E.O Iliorm a \g.rftual rt1etwrlt<. Facz virtual netwrktcan pr? ‘ef"
multiple control architectures in a single switch. 1ally use diterent control and management mechanisms,

Virtual Private Netvorks (VPNS), or gerlay netvorks which are collectiely called a control architecture. There-
are netvorks of resourcesdilt on the’ top of anxésting net'- fore, different control architectures can be operational on

work infrastructure, and are used for fiafseyregation. th? sam:a r[lalkstlcaltnef(vmrk at thetsalme ETe.t be |
VPNs resemble prate leased-line netwks, havever, the N Switchiet nelwrks, ne control architectures can be in-

allocation of permanent resources is not required. Prograf‘ﬁqduced into a netark without disrupting xsting services

mable netwrks tale the VPN concept a step furth8ignal- and applications. Control architectures can be created on de-
ling and ay aspect of the underlying netvk resources, mand to allev the dynamic establishment of virtual ate

which can be programmed, are under control of VPNs tenmrkts. \-/rgil actlonbof c;eatlrlgdswfchlfrfs .andl combine
programmable netorks. em into s can be automated, wilog the implemen-

The arrval of requests for VPN establishment can b&ation of an open newwk, in Wh.iCh ‘?“Y user’ can construct
highly dynamic and resources can be frequently aIIocate?iPetW)rk’ and become a service pider.
deallocated. Therefore, it is of paramount importance to
maximize netwrk resource utilization. Moreer, resource
allocation decisions lve to be made in real time.

In this paper an approach for resource allocation in To establish a virtual prate netwrk, resources need to
switchlet netwrks is presented. The proposed solutaisf be allocated along the netvk. The allocation decision can
into the catgory of the multicommodity flw type of solu- be done either in a centralized or in a decentralizgd w a
tion [7]-[8], which is a NP-hard one [9].0Tdecrease the decentralized mode, either one of the end points of a VPN
computational compiéty of the multicommodity flw carries out the resource allocation. If on one hand, the
solution, and consequentlp be able to obtain a proceduredecentralized scheme may presemt fignalling werhead.
amenable to real time implementation, thehortest paths On the other hand, it may lead to non-optimal allocation of
between a pair of nodes areeakinto account. Only those resources, In a centralized schemaydwer, optimal solu-
paths which satisfy the QoS requirement of a VPN are cofions can be achved.
sidered. Furthermore, the feasibility of a real time imple- To minimize the cost of furnishing service is the goal of
mentation is demonstrated. every netvork provider. To do so, in the centralized scheme,

This paper is @anized as follas. Section Il describes the & trafic management agent should collect, from time to

switchlet concept. Section IIl introduces a method for rdime, requests for VPN establishment, and decide which
resources should be allocated to a VPN. In othendsy it

- . . . should determine which routes theaflof each VPN should
1. State Urversity of Campinas, Institute of ComputingOP . .
Box 6176, 13084-971 Campinas, &Pazil, follow. Such kind of problematls into the catgory of the
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node splitting transformation and an approach to findktheare determined. In the generalized Dijkstra algorithm, nodes

shortest paths between a pair of nodes are introduced. may be visited more than once, since a node may be used in
more than one path. An “element” is created each time a

A. The Node Splittingr&nsformation node is visited, and it is tied to the node. Each element has a

In networks where switching elements are monolithidistance to the source node. Elements are inserted into a
signalling blocks, bandwidth is the major resource to Hd€ap with their distances asyk. At each step, the mini-
allocated. Hwvever, in switchlet netwrks, the resources of Mum distance element isteacted. The time compéy of
a switch can be decomposed intgesal logical switchlets. the generalized Dijkstra algorithm @(kmn),and the total
Moreover, the input and the output bandwidth of a switch i§'émory usage comply is O(km+kn) wherek is the
shared among all switchlets of a switclo. FEpresent the Number of shortest paths the number of links, and the
allocation of switchlets and to state the rataflov prob- number of nodes.
lem in a standard “arc fid' form, the node splitting trans-
formation is used. C. Resouwre Allocation via Multicommaodity FlowoFmula-

The node splitting transformation splits each noddo tion
two nodes” andi’, which correspond to the node inputand | 5 multicommodity flev problem, each commodity cor-
output, respectely. It replaces each original aficj) by an  responds to a VPN. A venue walue is associated to each
arc ', j”) with the same cost and capacind adds an arc commodity The problem is formulated as a problem of
(i", ") of zero cost and with infinite capacity for each nodgaximizing netwark revenue. Such formulation can be eas-
i. Nodei" receves the node infie. From nodé’, the output jy changed to a problem of maximizing resource utiliza-
of nodei departuresArc (", i") carries flov from the input gn.
to the output. Figure 1 illustrates the node splitting transfor- | et G be a directed netwk with N nodes A arcs and

mation. hat th J o commoditiesP(k) is a set which contains all source-desti-
Note that there is a one-to-one correspondence between. .
flows in the original netark and flavs in the transformed na%on paths, fork LIK . The cost of a path is denoteg

network. Besides that, fies in both neterks hae the same 1€ required amount of #lofor commodityk is denoted by
cost. k. The total cost of assigning commodityo thep® path,
for pOP(k) is, thus,chp. The rerenue of commoditk
is denoted byv,.

Theinteger multicommodity flav problem can be formu-
lated as follavs:

Maximize ZK %Vk_cqu%/lg
p LP(k)

k
k k
Fig. 1: The Node Splittingransformation. SUbjeCt o ZK ; a yp62 = da, JabA ’ (1)
kUK pOP(k)
B. Finding the k Shortestafhs "
A multicommaodity flav solution tales into account all ; yp =1, 0kUK @)
possible paths between a pair of nodes which leads to com- p OP(k) '

putational unfeasible solutionsaept for small netarks.

To reduce the computational comytg from exponential

to linear at mostk shortest paths between a pair of nodes

are used in the multicommodity Woproblem. Only those

paths which satisfy the QoS requirements of a VPN areThe \alue of the decisionariable yk

taken into account. P
A generalization of the Dijkstra algorithmas used to modity k is assigned tp™" path.d,, al A, is thea arc

find the k shortest paths between a pair of nodes [10]. In D

Dijkstra’s classical algorithm, nodes are inserted into a hegppacities. Thealue ofd,, aldA, pUP(k) , kOK,

with the distance to the source node used aay.aft each

step, the minimum distance node xracted from the heap is 1 if thepth path contains thath arc. Otherwiseég equals

and the distances to its neighbors are updated. Each node is

visited only once. When the heap is empty the distancé§'°: L L -

from the source node to all the other nodes of the ar&tw The objec¥e function is the sum of commodities/ee

yIE)D{O,l},DpDP(k),IZIkDK .3

is 1 if the com-



nues minus their cost, i.e., of patltost,c , multiplied by used to sole the multicommodity fl problem. Softwre
P pieces were deloped using C ANSI and wergezuted in
. k th : . a Pentium Illl machine running LINUX,eknel 2.2.12-20,
the reguwed flew g of thek™ commodity Constraint (1) with 450 MHz, 512 KB cache, 384 MB of main memory
establishes that for each aadhe sum of the fles of all and 72 MB of s\ap memory

commodities using it cannokeeed its capacityl,. Con-  Taple 2 illustrates the execution time in seconds and the

straint (2) and (33¥tate that the flw of a commodity should number of paths considered in the optimal solution.
be assigned to a unique path.

To sohe eficiently the intger multicommodity flav
problem, an NP-hard problem, a branch-and-bound algo-
rithm is used. A branch-and-bound algorithm analyzes the
solution space as a tree structure where each node corre-
sponds to a decisioraxiable in the problem, each branch is
an assignment of aalue to the decisioraviable, and lezes
are possible solutions of the problem.

Brand-and-bound algorithms reduce the number of nodes
to be searched by pruning the search tree. This is done by
calculating a bound for each node of the tree and by
comparing it to the best solution. When calculating the
bound, the &lues of the already assigneatiables are used.
The method assigns a path to a commodity at each step, and
then tests the ier bound of the decision axiable
assignment. If the l@er bound is greater or equal to the best
solution found sodt, the search tree is pruned, otherwise the
algorithm continues to the xiestep. The lwer bound is Fig. 2: The topology used for illustration [11].
calculated using the column generation method that consists
in generating columns to selthe linear multicommodity V. THE EFFECTIVENESS OF THE PROPOSED
problem when necessaryThe algorithm searches the METHOD
solution space in order to find an optimal solution. It
maintains the best solution found at each step of the searchTo assess the feasibility of a real-time implementation of
the proposed method, a set of netke was generated by
varying the number of nodes, links, and commoditiabl&
IV. AN EXAMPLE 3 describes the topology of these natvs.

To illustrate the resource allocation problem, an example Solutions using 100, 30 and 10 shortest paths were gener-
is furnished. Four classes of services are considered: vidaigd. These solutions were compared to the optimal one.
voice, data and best effort. VPNs fall into one of these fode near optimal solutions obtained when the number of
types. The QoS requirements of these classes are givenPgjhs were restricted date at most 2% from the optimal
the maximum number of hops of a path. Class 1 (video) aMalue. Checking the accusa®f non-optimal results as
class 2 (voice) paths are as long as the network diamete@ssible only up to the nebrk with label 11 (&ble 3). The
Class 3 (data) paths can be at most 1.3 of the netwdact solution of netarks 12 to 18 could not be deed due

diameter, and any path is acceptable for Class 4 (best effof. memory limitation. Results for these netks are

Note that the path length is used as a QoS metric just ]rglported in order to ha an es_tlmate of thaecgtlon tlme._
The accurag of the neaoptimum solution did not signif-

the purpose of illustrating the method. It can be easil X
replaced by any QS requirement such as the delay ﬁ;é‘é'ytﬁfg!ﬁﬂiﬁ {me of e soluion wih 10 pathe o con-
h ic is i ial h f ’ : . i
chosen QoS metric Is immaterial to the purpose of t derably lover that the solution with 100 and 30 paths.

present work which is to introduce a resource allocatio .
solution for switchlet networks. Actually, any QoS metric oreover, data in &ble 4 support that the proposed method

can be used as link cost when finding itrehortest paths, as Is adequate for real time implementation.
well as any set of QoS metrics can be used. Note that the
agent in charge of resource allocation should keep track of
the state of the network which can be periodically obtained.

Figure 2 shows the topology used in the example, takenm this Paper I was !ntroduced a me approach for re
sSource allocation in switchlet netvks. The proposed meth-
from [11]. Labels on the arcs show the cost and the : . .
: . : . ..0d reduces the compity of a multicommodity flav
bandwidth of a link. Table 1 shows the required bandwidth,_, .. L :
. ) sblution by considering only a subset of the paths which sup-

the class of service and the revenue of each VPN going from . ; : e

nodei to nodj port the desired Quality of Service. Results were within 2%

of the optimal one, and the procedure is amenable to real
ILOG CPLEX Mixed Intgger Optimizerversion 6.5, \as

(5, 155

VI. CONCLUSIONS



time implementation. The method introduced here is not

scalable to laye netvarks, such as the Internet. It is currently
under ivestigation the partitionning of lge netvorks so
that the proposed analysis can be carried out gelaet-
works scenarios.

Table 1:VPNs TO BE ESRABLISHED IN THE NETWORK SHONN IN FIGURE 2. FOR E&H VPN, THE REQIRED BANDWIDTH; CLASSE OF SERICE AND ITS ASSOCIAE REVENUE ARE

SHOWN

Nodes 1 2 3 4 5 6 7 8
1 6, 1, 9000 8, 1, 12000 3, 2,2250 4,4, 1500 3,2, 2250 5,1,7500 | 8,1, 12000
2 8, 1, 12000 - 7,2,5250 8, 4, 3000 5, 4, 1875 9, 4, 3375 6, 2,4500 | 4,1,6000
3 1, 2,750 7,1, 10500 - 1,4,375 8, 4, 3000 7,4, 2625 8,1,12000 | 7,2,5250
4 3,4,1125 8, 1, 12000 8, 4, 3000 - 11, 4, 4125 5, 2, 3750 3,4,1125 | 3, 1,4500
5 9, 2,6750 8, 1, 12000 1, 2,750 3, 2,2250 - 1,1, 1500 4,1,6000 | 92,6750
6 3,4,1125 6, 1, 9000 2,2,1500 5,1, 7500 7,4,2625 - 10, 2, 7500 | 16, 4, 6000
7 5,4,1875 | 13,1,19500| 16,1,24000| 3,1,4500 21,2,15750| 10,1, 15000 - 5,1, 7500
8 8,1,12000 | 21,1,31500| 26,2,19500| 3,1,4500 31,2,23250| 16,1, 24000 | 5,4, 1875 -

Table 2:DATA FROM THE EXAMPLE SHOWNN IN FIGURE 2. TIME IN SECONDS.

Execution time 00:00:12.46
Number of switches 8
Number of links 28
Number of commodities 56
Number of generated paths 195
Total Cost 396759
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Table 3:DESCRIPTION OF NETWRK TOPOLOGIES IN THE STUM. Table 4EXECUTION TIMES IN SECONDS CONSIDERING 100, 30 AND 10 SHTEST RATHS
BETWEEN END-POINTS OF VPNs.

Problem Nodes Links Commodities
Problem | VSP Profit K =100 K =30 K =10
1 8 25 21
1 92934 00:00:02.03 | 00:00:01.79 | 00:00:01.72
2 8 25 33
2 145719 00:00:03.18 | 00:00:02.73 | 00:00:02.65
3 10 15 28
3 130260 00:00:02.31 | 00:00:02.76 | 00:00:02.28
4 10 15 41
4 173691 00:00:03.34 | 00:00:03.36 | 00:00:03.30
5 10 45 28
5 138756 00:00:02.85 | 00:00:02.38 | 00:00:02.26
6 10 45 41
6 184713 00:00:04.01 | 00:00:03.45 | 00:00:03.31
7 12 50 65
7 372204 00:00:06.41 | 00:00:05.42 | 00:00:05.18
8 20 30 42
8 197451 00:00:04.65 | 00:00:03.73 | 00:00:03.45
9 20 30 90
9 383814 00:00:12.74 | 00:00:08.30 | 00:00:07.36
10 30 40 43
10 163206 00:00:05.80 | 00:00:03.90 | 00:00:03.50
11 30 40 97
11 454176 00:00:17.98 | 00:00:09.53 | 00:00:08.04
12 30 43 43
12 169644 00:00:06.22 | 00:00:03.90 | 00:00:03.53
13 30 43 97
13 422250 00:00:18.71 | 00:00:09.88 | 00:00:08.18
14 30 45 97
14 461343 00:00:19.07 | 00:00:09.35 | 00:00:07.96
15 30 50 97
15 470175 00:00:15.61 | 00:00:09.14 | 00:00:07.93
16 30 100 43
16 175977 00:00:06.15 | 00:00:03.96 | 00:00:03.53
17 30 300 43
17 177213 00:00:07.35 | 00:00:04.49 | 00:00:03.72
18 30 300 97
18 496776 00:00:15.63 | 00:00:09.62 | 00:00:08.11




