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Abstract—This paper presents a new HTTP traffic model based on the
aggregation concept. The model development, evaluation and application
are shown. In addition to the basic HTTP traffic characteristics, the traffic
model has an easy and accurate load control. Some examples are provided
to present the traffic model usage.

I. I NTRODUCTION

In the last years, web has maintained its status of the Inter-
net killer application and there is not clues that the situation will
change soon. The HTTP, responsible to transfer web content,
dominates the traffic traces. According to recent statistics from
CAIDA [1], HTTP typically represents from 47% to 69% of the
bytes sent over the Internet. The number of services and the
amount of information available in the web keeps growing and
this looks like to be a dominant trend for some years. First,
because web is a suitable application for any kind of service
which is based on text and graphics. Second, HTTP is adequate
to transfer different types of files, from small Java applets to
huge non-stream videos. Third, and most important, web has
become a kind of universal interface. The simple and friendly
“look and feel” of the web pages have allowed different services
and information to be widely available to almost any system re-
gardless the hardware or the operating system.

Within this context, it is important to understand how HTTP
traffic behaviors in order to understand and make improvements
in the Internet. One way to do this is developing and using
HTTP traffic models. Many works have been made in this area
[2], [3], [4], [5], [6], using different approaches in the develop-
ment. The majority proposes models that describe a common
web client behavior [2], [5], [6], with different levels of details.
A small number of works [3], [4] focuses on the behavior of a
group or aggregation of web clients, which has as main advan-
tage the simplicity. These works do not present precise meth-
ods to control the network load generated by their models. In
many cases this is a wanted characteristic since it can represent
a control over network condition. In many situations, the lack of
examples precludes people to utilize the existing models, which
drives to repeated job on traffic model development. This paper
proposes improvements in these subjects.

This paper proposes a new HTTP model, which is based on
the concept of aggregated behavior and presents two main ad-
vantages: small number of parameters and easy and precise load
control. The development and features of the model are detailed.
The procedures for evaluation of the model properties are also
shown. Examples of the model utilization are shown and results
are presented and discussed.
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This paper is organized as follows. Section 2 reviews the main
techniques used in traffic modeling. Section 3 presents a new
HTTP aggregation model and its features. Section 4 shows some
uses of the generator based on the proposed traffic model. At
last, in the section 5, conclusions and final comments are drawn.

II. HTTP TRAFFIC MODELING

Simulation is a widely used tool for computer networks eval-
uation, but it is important to have suitable traffic models to get
useful results. The majority of works about web traffic model-
ing has concentrated on developing client models, which focus
on the behavior of individual web clients. Other approach is
to model the aggregation behavior of several web clients, i.e.,
an aggregation model. Both models have advantages and short-
comings. The client model is able to capture more details of the
application, so it is in some sense a better mimic. However, this
higher level of detail brings more complexity to the model be-
cause it demands the understanding and configuration of more
parameters. In some situations the level of detail does not help in
the evaluation, since many of the details simply does not matter.

The aggregation model is generally a coarser approximation
of the real traffic. In spite of this, its simplicity allows it to simu-
late some conditions and identifying behaviors that are difficult
with client models. In addition, client models tend to consume
more computing resources than aggregation models when rep-
resenting a large number of web clients in a simulation environ-
ment. In both kinds of model an important issue is the choice of
application’s characteristics that are desired, since they are the
focus of the model development. Some examples of these char-
acteristics are burstiness, network load, long-range dependency,
etc.

A model (aggregation or client) utilizes parameters to repro-
duce certain properties of the web application. Some examples
of parameters are transfer size, interval between pages, number
of objects per page, etc. To describe these parameters two ap-
proaches are used: one based on real traffic samples and other
analytic. The models created using these approaches are known
as structural models [7], since they try to characterize the traffic
nature.

The use of real traffic samples consists of describing a certain
application parameter through a set of predefined values which
are collected from a real network environment. The main advan-
tage of this method is the easy of implementation and accurate
representation of a known system. However, this approach treats
the generated traffic as a “black-box”. In addition, the generator
traffic based on this kind of model becomes hard to set up since
new conditions or variable demands are not easy to configure.

The analytic approach lies in the use of probability distribu-
tions to describe a certain parameter. A probability distribution
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tells how a sequence of random values behaves, provided that
there is available enough number of samples. When the distribu-
tion is known, it allows to generate new and different sequences
of values following such distribution. The main drawback of
this approach is the difficulty found in identifying and configur-
ing the distribution that describes adequately the sequences of
random values of the application parameters.

A third approach can be included, which consists of using
known abstract processes to try to capture only the statistical
traffic properties with independence of the subjacent mecha-
nisms of traffic generation. This approach is efficient and quite
simple to implement. Moreover, this approach is useful when
specific features are of interest. For example, self-similarity can
be easy reproduced by a fBm process (fractal Brownian motion).
However, this sort of method does not take into account impor-
tant factors from the traffic profile and neglects elements such
as the congestion control of TCP, which is an important feature
of HTTP traffic. Models based on this approach are known as
“behaviourist” [7].

III. T HE TRAFFIC MODEL

Following the proposal presented in the last section, a good
start point for model development is to establish its objective,
i.e. what application it will describe and what the focus or fea-
tures are intended for the model. So it is important to estab-
lish a profile before beginning the model development. Despite
the simplicity, this methodology can minimize the development
time, since it has a clear focus and try to avoid unnecessary com-
plexities.

In this work, it was established that the model should have few
parameters. In addition, the traffic generator based on the model
would be used as input to bottleneck links. Thus, the model
could ignore several details related to individual web clients
since the appropriated aggregation behavior was kept.

Traffic generators, sometimes called workload generator, gen-
erally do not have a simple way to adjust the load. It is common
to use the mean load generated by a client or a set of them to
a specific network configuration. To vary the load, the number
of clients are varied. However, if the network configuration is
changed then it is necessary to recompute the new load. More-
over, in this conventional way, the mean load is measured during
all simulation time and measurement in short intervals can be al-
ways far from the mean. Thus the objectives of the model are
an easy way to adjust load and samples near to the mean in time
intervals shorter than the whole simulation time.

According to queue theory [8], the concept of load or utiliza-
tion factor can be written as

ρ = R/C

in which
R - (work) arrival rate, and
C - maximum rate or system capacity.

The work that a new customer1 brings to the system is equal
to service time it requires. So if system has a unique server (e.g.
a bottleneck link router) the load can be rewritten as
ρ = λx
where

1To avoid confusion with the wordclient that is used to refer to web software

λ - mean arrival rate of customers, and
x - mean service time.
Considering the context of HTTP traffic and bottleneck link, the
last equation can be modified tox = L/C
in which
L - mean transfer size, and
C - maximum rate or system capacity or link capacity.
Thus,

ρ = λL/C (1)

ρ is main adjustment parameter and is used to choose differ-
ent load conditions.ρ describes the time percentage that the
system is busy given a measurement window.C is fixed to a
certain network configuration.L controls the mean size of web
transfer. L may describe the size of a web page/object if the
interest is HTTP/1.0 without keep-alive or the size of group of
pages and objects if HTTP/1.0 with keep-alive or HTTP/1.1 are
the protocols of interest. At last,λ describes the connection ar-
rival rate, which varies according toL in order to accomplish
the establishedρ. Thus the arrival rate can be written as
λ = ρC/L
Since
T = 1/λ
describes the interval between connection arrivals, then

T = L/ρC (2)

The distributions that describe the parameterL have been
widely studied [3], [9], [6], [10] and there is some convergence.
The majority agrees on a heavy-tail distribution to describe this
parameter and examples of configuration are in table I. The label
information is used for future citations of the distributions.

TABLE I

SOME DISTRIBUTIONS THAT DESCRIBE THE PARAMETERL.

Distribution Configuration Label Reference

Pareto mean - 4100

shape - 1.95

HTTP-1 [10]

Pareto mean - 4100

shape - 1.35

HTTP-2 [10]

Lognormal mean - 4827

std. dev. - 41008

HTTP-3 [3]

hybrid: Pareto - 7%,

Lognormal - 93%

mean - 1463000

shape - 1.1

HTTP-4 [4]

mean - 27600

std. dev. - 59714

hybrid: Pareto - 12%,

Lognormal - 88%

mean - 10558

shape - 1.383

HTTP-5 [11]

mean - 7247

std. dev. - 28765

A. Study of Network Load

In this paper, the system will be always a router, but many
concepts can be extended to other network equipments such as
switches. Based on this, it is important to define what network
load means. Sometimes, the network load refers to a bandwidth
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use, which can vary from 0 to 100% of all output link through-
put. A more accurate approach is to consider the load as the time
use of the router. To measure the network load as the time use
of the system (router) is necessary to establish a measurement
interval or window. This interval is a time quantity in which the
network load is measured. Initially, the measurement interval
can be arbitrary and vary from milliseconds until the whole sim-
ulation time. However, as it has been said, many times is useful
to have time interval smaller than the whole simulation.

Based on these concepts and on equation 1,ρ represents the
effective network load by occupying the system during a per-
centage of time of a certain measurement interval. E.g., if
ρ = 0, 9 (90%) and the measurement interval is 10 seconds, the
system should be in use during 90% of this time, i.e., 9 seconds.
Two main issues arise about the model.

First, it was established that in measurement intervals smaller
than the whole simulation time, the load should get close to the
mean value. This would be affected by transfer sizes because
short-term transfers could fulfil smaller measurement intervals,
while long-term transfers can present large intervals. In addi-
tion, HTTP uses TCP as transport protocol, which causes the
transfers to happen in variable rates. This would create “distor-
tions” on the sequences of system use. This way, the measure-
ment interval would be affected again.

Second, the protocol TCP is reliable and retransmit lost pack-
ets mainly due to buffer overflows. If more than a copy of a
packet pass by the network point where the load is being mea-
sured, load would be higher thanρ. By another hand, since the
model is designed to bottleneck links, measurements are took
place at this point, an thus the losses should occur at arriving in
the buffer and duplicates would not account.

To evaluate the previous issues, simulations were done to ver-
ify the relation betweenρ and the measured mean load in differ-
ent intervals. The methodology applied in this work was based
on [12]. In the simulations were used traffic sources with trans-
fer sizes of 1, 5, 50, 500 and 5000 KBytes, and also sizes which
obey the distributions shown in table I.

The topology chosen to make the simulations is a kind of
dumb-bell and is presented in figure 1. The buffer size of
the bottleneck link follows the suggested by [13], which is
2 ∗ Bw ∗ RTT , whereBw = C andRTT is the longest round
trip time in the network. TCP Reno was the implementation
choice, since it is still one of most used. The queue discipline
is FIFO and queue management is Drop Tail, i.e. the traditional
configuration of a router. Packets come froms1 ands2 belong
to two different traffic classes, that is, they are marked differ-
ently. In this section this is not take into account since there is
no packet differentiation. This configuration is used to keep an
uniform environment in all experiments, including the ones that
have packet differentiation.

Figures 2(a) and 2(b) present the results whenρ is based on a
bottleneck link ofC and the link really has this capacity. Sim-
ulations with bottleneck link of10C were also run in order to
verify loads beyond 100%. The results were similar to the ones
presented by figures 2(a) and 2(b), thus they are not shown in
this work. In figures 2(a) and 2(b) the load is a mean which is
taken after the first 50 seconds until the end of the simulation
that happens in 500 seconds. The beginning of the simulation is
discarded in order to eliminate the transient.
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Fig. 1. Topology.
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Fig. 2. Load andρ relationship in a bottleneck link of capacity of C.

Figure 2(a) shows that transfer sizes of 1, 5, 50 and 500
KBytes present a good match forρ and load. By another hand,
transfer sizes of 5000 KBytes exhibit a difference betweenρ
and load from 70% when the link capacity isC. Experiments
have shown that the reason is bust behavior of TCP combined
with his rate control. Since this transfer size is large enough to
maintain the system in use for a long time, the TCP has the op-
portunity to rise the transmission window beyond the bottleneck



International Telecommunications Symposium – ITS2002, Natal, Brazil

link capacity which makes buffer overflows. Losses demand re-
transmissions and decrease the goodput. This makes transfers
to be stretched along the time. Thus, system gets a “debt” of
idle time which it can not vanish until the simulation end be-
cause it happens abruptly when the simulation time reaches 500
seconds.

Table II helps understanding the phenomenon described. This
table gives additional information about the traffic behavior
when ρ is varied from 70% to 90%.ρ = 70% was chosen,
since it is the start point of the “distortion”, according to figure
2(a). In addition, were used two buffer configurations, one equal
to figure 2(a) and other 10 times bigger. The last configuration
intend to offer enough buffer space to accept long bursts. The
table exhibits a significant higher number of losses when the
buffer isB. It can be also noted a trend to increase in the num-
ber of simultaneous transfers asρ rises. The time without active
transfers is longer with buffer10B than withB, which makes
mean load not matchρ. Simulations have shown thatρ = load
when buffer is10B as is the case when bottleneck is10C. The
results are not presented here due to size limitations.

TABLE II

DETAILS OF 5MB TRANSFER SIZE WITH DIFFERENT BUFFER VALUES.

Losses (pkts) No transfers (secs) Simult. transfers

ρ B 10B B 10B B 10B
70 29679 0 36.01 100.01 2 2
75 21353 0 29.25 70.49 2 2
80 22854 0 0 51.30 5 2
85 21790 0 0 23.41 5 2
90 22256 0 0 1.31 6 2

Since large transfer sizes can disturb the relation betweenρ
and load, it is important to evaluate in which rate this values ap-
pear in HTTP traffic. The evaluation was based on the transfer
sizes distribution used in previous works widely cited. Table III
exhibits the percentile of some typical transfer sizes. In this ta-
ble is described the results of 100 sequences, with 100 thousand
sample values each one. The distribution were based on [3], [4],
[10] and [11]. As it can be seen, the long-term transfers happen
rarely. It was also observed that these long-term transfers take
place in a sparse manner.

TABLE III

PERCENTILE OF SOME DISTRIBUTIONS.

< 5K < 50K < 500K < 5M
HTTP-1 83.30% 99.81% 99.99% 100.00%
HTTP-2 87.63% 99.45% 99.97% 99.99%
HTTP-3 85.38% 98.48% 99.94% 99.99%
HTTP-4 26.20% 86.63% 99.78% 99.96%
HTTP-5 73.18% 97.66% 99.96% 99.99%

Figure 2(b) shows alwaysρ < load. Actually, the differ-
ence is small but for the sake of accuracy a detailed analysis was
made. Surprisely, the reason is only the NS simulator. In NS,
the creation of each traffic source demands the configuration of

the packet size. This packet size is fixed and does not change
whatever the size of data to be sent. So, if the transfer size is a
multiple of the packet size then there is a good match betweenρ
and load. By another hand, there is always a packet which car-
ries less data than it can and a padding is used to complete the
size. This puts more bits in the network than is was previously
established byρ. E.g., if the packet size is 1000 Bytes and the
transfer size is 1200 Bytes, then 2 packets of 1000 Bytes will be
transmitted. It were run simulations that show this results, but
they are not exhibited here due to size constraints.

Another important part of the model is the measurement in-
terval, since it was established as a model objective. To analyze
how load varies in different measurement intervals, the mean
was measured from 10 milliseconds until 10 seconds. These
values are representative because they describe the ability of the
model in controlling the load under different time intervals. Fig-
ures 3(a) and 3(b) show the mean load behavior whenρ = 50%
and measurement intervals of 10 milliseconds and 1 second. In
these measurement intervals, the mean load presents significant
variation. Figure 4 exhibits the mean load for different values
of ρ and interval of 10 seconds. Under these intervals, the mean
load presents a close match toρ.
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Fig. 3. Mean load variation.
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B. Simultaneous Connections

The model presents some interesting characteristics related to
number of simultaneous transfers or connections. Initially, the
model was based on HTTP/1.0, but by choosing suitable values
for distribution of transfer sizes, HTTP/1.1 can be also resem-
bled. Thus, the following evaluation will consider each HTTP
transfer as a TCP connection, even though it can be modeling
more than a page/object per connection. The use intended to the
model does not care about this simplification.

TCP protocol gives a special contribution in the way num-
ber of simultaneous connections varies. First, thanks to slow-
start algorithm, sequences of short-term transfers tend to have
a high level of overlapping. Second, slow-start and congestion-
avoidance algorithms help to increase the number of simultane-
ous connections asρ rises. Figures 5(a) and 5(b) illustrate these
situations. Figure 6 summarizes results of fixed size and HTTP
transfers. It can be seen that asρ gets closer to 100% the num-
ber of simultaneous transfers increases significantly, in special
for HTTP transfers.

C. Self-similarity

In computer networks, asymptotically second-order self-
similarity can be summarized as the property of having observ-
able bursts on several (or all) time scales. Self-similarity is
mainly evaluated by the Hurst parameter (H), which is described
in the following interval:0.5 < H < 1. As H → 1, the degree
of self-similarity increases.

Some works have highlighted the existence and consequences
of self-similarity in web traffic [9], [10]. The interest on self-
similar process arises due to the consequences on network be-
havior. It has been shown that self-similarity can affect, in some
extent, the buffers of network components and then increase loss
rate.

In this context, it is important that an HTTP traffic model
presents self-similarity if an experiment demands. The proposed
model was evaluated and and sample result is presented in figure
7. The Hurst parameter was measured by the wavelet estimator
introduced in [14] with minor modification to exhibit H as part
of the graphic’s title. The figure shows that traffic presented
strong self-similarity (H = 0.889) with bursts varying from a
few to hundreds of seconds, i.e. two orders of magnitude.
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Fig. 5. Number of simultaneous connections.
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IV. M ODEL APPLICATION

Since the aggregation model presented in this paper was in-
tended to be used as input to bottleneck links, some specific uses
are adequate. Bottleneck links are basically routers, switches
or similar equipments. In this kind of network elements, some
mechanisms, policies and disciplines are of interest. Examples
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Fig. 7. Wavelet analysis of cumulative work process of HTTP-1 withρ = 95%.

of these are:
• queue management, e.g. RED, BLUE, REM, etc.;
• schedulers, e.g. WFQ, GPS, etc.;
• markers, shapers, etc.
The model was developed in such way that is easy to generate
traffic for one or several classes under a unique load control.
This is useful in evaluation of quality of service architectures
such as DiffServ.

The model can also be used to evaluate congestion control al-
gorithms since it present simple controls for load, transfer sizes
and number of connections. In addition, the model can be ap-
plied as background traffic, which helps the evaluation of the
influence of web traffic on other kinds of traffic.

Figure 8 shows an example of the model application. The
simulation intended to evaluate the effectiveness of selective
discard mechanisms for HTTP transfers. In order to assess the
sensitivity of the discarding mechanisms, class 1 load was kept
constant and the total load was increased up to 0.9. A desirable
result would be the remaining of class 1 to keep performance
constant with the increase of the total load. As can be seen
in figure 8, class 1 obtained bandwidth does not significantly
change under PRIO (Push-out RIO) and RIO (RED with In/Out
bit) policies. It is worth noting that the joint use of push-out and
RIO does not offer any improvement to both classes. PO (Push-
Out) is the most sensitive mechanism to the load increase, and it
does not significantly differ the priority classes. Detailed com-
ments about this experiment and some other uses of the model
can be viewed in [15].

V. CONCLUSION

In this paper, a new HTTP aggregation model was proposed.
The development steps were detailed and the model evaluation
shown its benefits and shortcomings. The traffic model pre-
sented the ability to reproduce some important HTTP charac-
teristics, which include transfer sizes and self-similarity. To
control network load in an easy and precise manner is the main
model feature. Examples of how to use the traffic model are
also illustrated. As future plans to the traffic model, there are an
under-development implementation based on sockets to be used
in real network environments, evaluation of new mechanisms
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and model improvements.
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