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Abstract - Thispaper presentsa mechanism for the dynamic sizing of
Label Switched Paths (LSPs) in MPLS networks based on an
investigation of the mean queue size at the ingressrouter of the L SP.
Upon exceeding established thresholds, the mechanism is triggered
and the L SP isresized after a signaling delay. Through simulations
using a self-similar traffic modeled by ON-OFF Par eto sour ces, the
shorter the limit the quicker the L SP recovers from an unfavorable
situation.

[. INTRODUCTION

The enormous growth of Internet users and the
need to ofer newer, faster, more reliable axd more
diversified services has a severe impad on its
infrastructure at the point that its resources are reading
nea scacity. Furthermore, the Net is expeded to become
a medium to which will increasingly converge voice,
video and data communicaion. To med such demanding
requirements, besides the epansion of the available
resources and enhancements on the existing mechanisms,
it is esential to incorporate new tedhnologies into its
infrastructure. QoS (Quality of Service) provisioning and
resources usage optimization are two esential attributes
that these new technologies $ould possess

Resources usage optimizdion is a necessary step
in order to avoid traffic congestion and the resulting
degradation of those services avail able through the web. It
is acomplished by making wse of traffic engineeing,
which consists of a number of procedures auch as traffic

measurements, charaderization and load balancing,
ensuing in web performance enhancement.

Multiprotocol Label Switching (MPLS) has been
widely recognized as an important traffic engineaing tod
for IP networks. Such significance is due to two main
charaderistics. First, the utili zation of short, fixed length
labels in the process of forwarding datagrams, which
results in expressve performance enhancement. Seoond,
its ability to creae drcuits — known as LSPs (Label
Switched Paths) — in networks without connedion. These
MPLS feaures enables MPLS for QoS provisioning, bath
in the integrated services framework, (utilizing a RSVP
extension to make possble the reservation of resources for
the LSPs) and in the differentiated services framework,
utili zing the dassficaion and aggregation of microflows
that will recave the same treament in the network being
forwarded by the same LSP.

The alequate sizing of LSP adequate sizing plays
a fundamental role in supparting applications requiring
minimal QoS guarantees. Yet, in networks whose traffic
demand is unkrown, resource dlocation is challenging,
resulting in the need for the dynamic and adaptable sizing
of LSPsto the traffic to which the network is subjeded.

This article presents a padicy for the dynamic
alocdion of bandwidth to LSPsin order that the dfeds of
resource misallocdions can be minimized and to offer a
good service of datagram forwarding even in the presence
of network overload.



This work is organized in the following way:
Sedion Il presents a brief description of MPLS
technology, detaili ngits main feaures. Sedion 11l shows a
model of traffic engineeing. Sedion IV deds with the
utili zation of MPLS in the process of traffic engineaing.
Sedion VI shows the adopted model of simulation, the
results obtained from it and an analysis of them. Sedion
VIl brings the work to a wncluson and presents
perspedives on its future development.

1. MPLS

Chief among MPLS (Multiprotocol Label
Switching) fedures are the forwarding of diagrams based
on label switching and the utilizaion of LSPs (Label
Switched Paths). Labels are short, fixed length, localy
significant identifiers used to identify paths — or circuits —
through which the padkets are forwarded. LSPs are the
circuits along which padets are forwarded.

LSPs can be established in two dfferent ways:
hop-by-hop routing and explicit routing.

In the hop-by-hop routing, eatch LSR (Label
Switch Router) seleds the next node in isolation based
exclusively on locd routing information. Such way of
establishing LSPs can cause congestion, considering that
all LSPs established in this mode can be forwarded
through the same path when shortest path algorithms are
used and the network is overloaded.

With explicitly routed LSPs, the path is
previousy seleded (usualy by the ingress LSR)
becming explicit to al LSRs along the path, as the very
name suggests. One of the advantages of such mode is its
ability to be used for traffic engineaing. Depending on
links conditions, the ingressrouter of a given flow, upon
deteding retwork congestion, can explicitly indicae an
aternative route through which al remaining padets
should be forwarded. In conventional IP networks it is
already possble to explicitly choose aroute using source
routing but it requires the inclusion of the aldresses of all
the routers aong the path in the datagram header,
generating alarge overhead.

Some IP routing protocols operate in a dynamic
way. Those based on forwarding equivalence dasses
(FECs form LSPs that cen be aeaed in two dfferent
ways. ordered and independent. In independently creaed
LSPs, eath FEC-identifying LSR can pick a label without
the nedad for any interadion with a neighbor LSR. In the
ordered determination of LSPs, a LSR can only asdgn a
label to a FEC either if it isthe last node for that FEC or if
it has arealy receved a label assgnment for this LSP
from a downstrean LSR, i.e., in the same stream diredion

The establishment of LSPs with ordered control
asaures certain attributes to these drcuits. There are no
guarantee for the independent control of LSP
establi shment that it will be wmpleted by the time it starts

recaving padets, nor that it will not go more than once
over the same LSR. Resources reservation by an LSP is
possble only through the ordered control, which can be
initi ated either by the egressL SR or by the ingressLSR.

IIl. TRAFHC ENGINEERING

Currently, padkets crossng IP networks are
routed at ead node based only on the destination address
stored at their headers. Padets belonging to dstinct
applicdions but with the same source-destination pair may
pass through the same path independently from network
conditions at a given moment, which brings about at least
two inconveniences to multi-service networks. First, the
applicaion padkets with different QoS requirements will
recave the same treament , which may compromise the
guarantee of QoS for demanding applications. Seandly,
this forwarding approach produces an ureven uili zation
of the routes going to the same destination.

Moreover, the tunning for performance is an
esential in highly utilized networks with high traffic
demand. A number of fadors can influence performance
channels cgpadties, switching element capadties, and
congestion.

Therefore, it is indispensable to use traffic
measures, models charaderizaion and control in order to
optimize resources utili zaion. Traffic engineeing is the
task of mapping traffic flow in a transport physicd
infrastructure aiming at meding criteria defined by
network operation requirements.

The traffic engineering processcan be conceived
afinite number of stages. The first stage is the formulation
of a control palicy which depends on fadors pertaining to
the network context such as operational restrictions, costs
and success criteria. The second stage involves the
observation of the network conditions by means of its
monitoring  functions. The third stage is the
charaderization of traffic and network condition analysis.
A number of quantitative and qualitative techniques can
be gplied at this gage. Thus it is possble to identify
fadors that might deaease network performance The
results obtained from this gsage can be used for
performance optimization, resources dalocation, and
network redesign. Network performance optimization is
the fourth stage. It comes with the gplicaion of control
procedures leading the network into the desired state in
ac@rdance with the control palicies. Among the potential
control measures that can be employed are the revisions
on network restrictions, manipulations of traffic
parameters, modifications in routing-related parameters,
manipulation on traffic management parameters.

It's worthy mentioning that traffic engineeing is
an adaptable process implying that the stages described
above aefea badked.

Regarding the benefits d¢emming diredly from
the use of traffic engineeiing techniques, the caability to



avoid congestion points upon forwarding traffic, quick
flow re-routing in case of failure, a more dficient use of
the avail able bandwidth, and better QoS are mentioned.

V. MPLS AND TRAFHC ENGINEERING

The nature of the current Internet and the absence
of medhanisms cgpable of avoiding overloads makes it
virtually impaosshble to provide minimal QoS guarantees.
Furthermore, most routing protocols used in the Internet
such as OSPF cdculate the routes based on shortest path
algorithms. This may cause unbaanced resource
utili zation because the links belonging to those paths may
be overutilized while other may be underutilized.
Moreover, feasible paths are aroided just becaise they
have higher costs. Consequently, multiflows with distinct
QoS requirements would probably be forwarded to a path
unable to cary them, while agrea quantity of links may
be underutilized. That's why it is important to ogimize
resources utili zation as well as and process an intelli gent
network load balancing, leading to redireding the flow
aaossalternative paths.

MPLS has been widely proposed in the literature
as a helpful medanism both for traffic engineaing as
well as for QoS provisioning. By using MPLS, one can
crede traffic trunks which are an aggregate of flows
belonging to the same FEC. Traffic trunks pass through
LSPs which are mapped to the physicd structure by
routing algorithms based on restrictions acording to TT
(traffic trunks) attributes and the resources avail able to the
LSPs[11].

V. DYNAMIC LSPRE-SIZING

Adaptability is an esential requirement for the
resource dlocation process subjeded to unknown traffic
demands. Complying with this principle, a policy was
propcsed to adapt an MPLS network topdogy based on
the aurrent load. This padlicy is based on thresholds that
are function of signaling, switching and bandwidth costs
[6].

In this pdlicy, the topdogicd change processis
triggered upon the arival of a bandwidth request for a
given LSP. However, MPLS increasing rotoriety as a
powerful technology for Internet traffic engineering, it's
ressonable to think about dynamic and adaptive
mecdhanisms based on current network load without the
need for an explicit request from the user to expand
bandwidth, which does not occur in 1P networks, at least
not for its differentiated services. Bandwidth increase and
deaease requests are originated by routers when they
deted the need to do so. Therefore, the problem of
resource dlocdion beames, in this context, substantially
different from the gproach connedion-based networks in
which the traffic demand for a given circuit is previously
known.

Resize LSP
Start Timer -1

Fig. 1: LSP dynamic resizing mechanism. (a) Queue mean
sizevariation. (b) Timer performance.

The pdicy proposed here makes use of a
medhanism based on the pe& counter [16, 18] originaly
propased as a traffic palicing mecdhanism. The same idea
is adopted so asto chedk both the mean queue size and the
LSPs resizing. A variant of the mechanism is gown in
Fig. 1.

For a given buffer maximum length and incoming
traffic we would like to idedly allocae to the LSP a
bandwidth large eough to oltain a desired quality of
service (QoS) expressed in terms of padet lossrate. At
this operational point, we can wait the queue occupation
to get avalue of ¢ going above and below this mean value
and for a time interval which would not compromise the
desired QoS. The ideais then to establish upper r (t5) and
lower (1;) thresholds and see how long the queue length
remains respedively above ad below those limits by
means of a timer. Should the queue length remain above
the upper threshold for a duration above tolerance §,, it’s a
signal that the bandwidth alocaed to the LSP is
insufficient to kegp up with the desired QoS and that,
therefore, it should be increased. Similarly, the
permanence of the queue length under the lower threshold
for a time length above tolerance 84 is a signd that the
bandwidth allocaed to the LSP is above that which is
required to warrant the desired QoS and that it can be
reduced. The utili zation of these timers is necessary so as
to prevent the network from resizing the LSP every time
the queue size goes above and below the thresholds.

This medhanism has five parameters. the upper
threshold (1) and the lower thresholds (t;), which signal
band increase or decrease, as described above; , and dq
which indicate whether a resizing should be done or if
there is just an eventual traffic increase or deaease; and
finaly ¢ which isthe mean queue sizein a given period o
time.



VI. SIMULATION MODEL

Fig. 2 shows the topdogy used in the
simulations. Four ON-OFF sources were amployed. The
residencetime in state ON foll ows Pareto distribution. Na
aggregate of this type of source leads to traffic with LRD
(Long-Range Dependence) reading the LSP ingress
router. Sources parameters are presented in Table 1 and
model an average ingresstraffic rate in the LSP of roughy
10Mbs.

000

Ingress LSR

000

Transmission Line

Fig. 2 Simulation M odel

The first queue in Fig. 2 represents the ingress
LSR of the LSP used to forward an aggregated flow of
padkets belonging to a given service dass Asdescribed in
Sedion V, this LSR isresponsible for regulating the mean
gueue size of the LSP belonging to the service dassin
guestion. This class starts the establishing process (at the
beginning of the network operation when there ae no
established L SPs), charaderizing either the establishing of
LSPs based on explicit routing, or resizing after expering
the the timer which aacounts the duration which the
mean queue sizeremains above L SPs acceptable settings.

The LSP works at a rate dightly lower than the
average arrivals rate. Therefore, intense traffic is expeded
in the LSP, and LSPs band resizing mechanism is
evaluated acwrding to these aaumptions. The second
server represents the transmisson in the physicd line,
which runs at arate of 20 Mbps. Should a time out occur,
a cetain amount of band is added to the LSP so that,
having a bigger service it may be ale to deaease the
mean queue length and, by so ddng, also reduce the
amourt of losses.

Table 1. Sour ce parameters

SOURCE Shape Scale
Sourcel 1.1 1
Source 2 13 1
Source 3 15 1
Source4 1.0 1

Such padkets have fixed sizes of 500 kytes, which is a
reasonable premise taking into consideration that they are
padkets of appli cations belonging to the same service dass
and, consequently, with very similar requirements. Also,
the buffer has a cgability of 100KB. Buffer quantity

is easly estimated with the expresson Ohuffer size O
packet size E

For assessng the performance of the mechanism
in question, a simulation model was developed making
use of the TANGRAM-II tod [17]. The LSPs were
modeled, in the tod, as a Le&ky Bucket with an arrival
token rate representing the LSP rate & $own in Fig. 2.
Thus, padets are forwarded only when there is a token in
the bucket.

Six cases have been considered: in the first, the
LSP is misdimensioned in relation to the ingress traffic,
which has a rate of 6Mbps. Obvioudy, this is the
charaderization of an unstable model, which means that
the queue will be dways full and losses will increase
endlesdy, as indicated in Fig. 3. This case represents an
inadequate dlocaion caried staticdly at the beginning of
the network operation without the resizing mechanism.

“Over sizing’ is another smulated case. Thisisa
technique amployed by many network operators. For this
Situation it was employed a 12 Mbps LSP. As down in
Fig. 3, there ae no losses. However, a high priceis paid
sincenealy 40% of the band is wasted (Fig. 6).

The other four cases cover the utilization of
dynamic resizing of the LSP band. The simulations make
use of four different values for 15 and 71, which are
summed up in Table 2. In the caes deding with band
redlocaion, analogous to the first case, we start with an
inadequate L SP band of 6 Mbps. However, as described in
Sedion V, upon perceiving a demand above 15 or under T;

the LSP is resized.
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Fig. 3 Total of losses

Fig. 3 shows the anourt of losses experienced by
our target LSP. One ca seethat the smaller the threshold
the ealier the alequate sizing is caried about, losses are
eliminated, and the time the network takes bath to get out
of an adverse situation and to pass over to a situation
cgoable of offering guarantees in relation to losses is
reduced.

Fig. 4 shows the lossrate experienced by the LSP.
The interval in which there is an increease in the lossrate



corresponds to the period an which the threshold is not
readied. Since no band redlocaion has been performed
during this period, and the LSP can't med the demand, a
major part of the jobis lost. The deaease occurs after the
LSP resizing. One can seethat the most

Packet Loss Rate

without rESIZIVI"\Q (0.3) -«
withaut resizing (0,15)  +
with resizing  (70x30) @
with resizing  faowen) =
with resizing  (E0x40) &

Loss Rate
o
o

0 B0 10000 15000 20000 25000 30000

Time of Simulation

Fig. 4 Lossrate

expressve deaease in the loss rate occurs when the
threshold corresponds to 40% of the buffer size ad the
leest expressve loss when the threshold corresponds to
80%. This can also be eplained by the faa that the
threshold has been reated before the other cases, which
eliminates losses. Furthermore, Fig. 5 shows that the use
of higher thresholds, such as 80%, 70% or 60%, causes
the queue size to deaease more slowly, what makes the
gueue to be in maximum utili zation for a longer period o
time, asindicated in Fig. 6.
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Fig. 5 Mean Size of the Buffer
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Table 2. Thresholds

CASES Ts Ti
3 80% 20%
4 70% 30
5 60% 40%
6 40% 20%

VII. CONCLUSIONS

By means of Traffic Engineeing (TE), a more
balanced dstribution of traffic and, consequently, the
reduction of congestion occurrence is envisioned. Owing
to its cepability to creae drcuits in IP networks, MPLS
has been widely treasured as an important todl in TE. Yet,
to read the desired QoS level there should be alequate
LSPs gzing, which, owing to uncertainties of traffic in the
Internet, does not occur always.

In this article, we have dtempted to propcse an
LSPs dynamic resizing mechanism for MPLS networks.
Such medhanism makes use of a munter used to measure
the mean queue size and can vary between two thresholds,
one inferior and another superior, which, if excealed, can
bring about an LSP bandwidth redlocaion. We have
shown throughthe analysis of the ingressrouter queue, by
way of simulation, that the shorter the upper threshold the
easier the rehabilitation of an urfavorable @ndition
caused by misall ocation.

The dynamic resizing of LSPs is a powerful tod
for the dlocaion of band to LSPs where traffic demand is
not always known, which makes the job o alocaing
resources through conventional methods harder. Its use
causes the network to enter a stage in which the average
lossrate is stisfadory without its LSPs undergoing over
dimensioning. As future work the use of measures other
than the mean buffer sizeis suggested.
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