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Abstract—This article intr oducesa new image coding schemebasedon
the discrete cosinetransform (DCT) applied to blocks of image pixels and
on the run-length encodingof the binary digits of the DCT coefficients,bit-
plane by bit-plane. The main advantagesof this new algorithm are: sim-
plicity of implementation, efficiency superior to JPEG'’s, in peak-signal-to-
noiseratio (PSNR)versusbit rate, fully embeddedoutput sequenceand all
the advantagesthat resultfrom the useof the DCT asthe codingtransform,
as,for example,the possibility to beusedaspart of avideo coderwith block
motion compensationsuchasMPEG.

Keywords—DCT, run-length coding,embeddedcoding, block imagecod-
ing, JPEG, MPEG.

|. INTRODUCTION

OSTrecentachiezementsin still imagecompressiorare

basedon wavelet transforms(WTs). State-of-the-artl-
gorithmssuchas EZW [1] and SPIHT [2] rendervery high
distortion-\ersus-rat@erformanceaswell assubjectie quality,
with considerablyow compleity. However, a major setbaclof
the use of WTs is that the transformis appliedto the image
as a whole, and not to separataegionsof it, asdoesa block
transformsuchasthediscretecosinetransform(DCT). Thisap-
proachmalesit difficult to encodedlifferentregionsof theimage
with differenttechniquesas,for example,whencodingavideo
sequencavith amethodthattakesadvantageof thetemporalre-
dundang betweerframesby predictingsomeregionsor blocks
of a framefrom neighboringframes. Sucha method,asthose
describedn the MPEG (Moving Picture ExpertsGroup) stan-
dardsl, 2 and4 [3][4], will encoderegionsof the framethat
cannotbe predictedn adifferentmannerintracoding)from the
way appliedto theregionsthatcanbe predicted(intercoding).

This article present@nimagecodingmethodthatuses asits
transform,the DCT, asdefinedby JPEGS (Joint Photographic
ExpertsGroup)standard5]. Althoughit reducegheefficiency
that could be achieved with the useof a WT, it aggreatesthe
mary advantagesassociateavith the DCT. Besideghefactthat
it is a block transform,it alsohasthe advantagethattherearea
numberof fastalgorithmsto computeit [6]. Someof theseal-
gorithmsarealreadyimplementedn off-the-shelfdigital signal
processors.

After DCT-transformingthe blocks of the image, the algo-
rithm encodeshe resulting coeficients in a bit-plane-by-bit-
planefashionrefiningtheir precisionat eachturn. This process
rendersa completelyembeddeancodedmagerepresentation,
which meanghattherateof theencodingprocesss determined
by simply truncatingthe encodedsequencén the desiredpoint,
whena targetrate hasbeenreachedpr a desiredquality of re-
constructiorhasbeachieved.

The encodingof the bits of the DCT coeficientsis accom-
plishedusinga run-lengthencoderRLE), basedon Golomb’s
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encoder{7]. In this application,we usean adaptve versionof
GolombsRLE encoder

Sectionll is focusedin the run-lengthencodingmethodand
introducesits adaptationmechanism.Sectionlll presentshe
encodingschemeandsectionlV givesthe obtainedresults. Fi-
nally, sectionV concludeghe paper

Il. ADAPTIVE RUN-LENGTH ENCODER

Golomb’s run-lengthencoder(RLE) is the optimumentrogy
coderfor geometricallydistributed discreterandomvariables
[7]. A geometricrandomvariableX assumesnly non-ngjative
integervalueswith probabilities

P{X =k} = (1—-p)pk, fork>0.

A sequencgX,,} of geometrici.i.d randomvariablescan
be derivedfrom a sequencef Bernoullii.i.d randomvariables,
with probability of failure (or 0) equalto p, by countingthe
numberof failuresbeforea succesgor 1). Thus,the RLE en-
codesthe runsof zeroesthat appearbetweenonesin a binary
sequence.

The RLE with parametel encodesa run of k£ zeroswith a
binarycodevord composeaf asequencef |k/l| zeroswhere
|-| denotesthe integer part of the argument,followed by 1,
which signalsthe endof the run of zeros,andthen, by a code-
wordrepresentingherestk modl. Thiscodevordbelongsto an
optimumcodefor therandomvariableY, definedby

Y =X (mod 1),

which assumewaluesbetweenO and! — 1, with probability
distribution

(1—p)p*

PAY =k} =",

0<k<L
Noticethateachzerosentat the beginningrepresents run of [
zeros.

The parametet, which s calledthe lengthof the encoderis
anintegerwhosevaluedepend®np andis uniquelydetermined
by theinequalities

P+ <1<p+p (1)

It canbe shavn that, the optimalencodingfor Y, giventhat

p satisfieq1), is to usecodavordsof length|log, I |, when

Y < 2llogall+1 _ )
andcodevordsof length|log, | + 1, otherwise.Thus,thefol-
lowing schemes adoptedn orderto encod€Y: first, condition
(2) is testedand,
« if true,Y is encodedasits |log, ! |-bit representationwith
themostsignificantbits sentfirst,
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« andif nottrue, the codavord that representy” will be the
(|log, 1| + 1)-bit integerobtainedby

Y + 2[1082 1+1 _ 1,

whichis sentto the outputstartingwith the mostsignificantbit.

Notice that no codavord prefix matchesanothercodewvord,
becausehe highest|log,, | -bit integerthatcanbe a codevord
in thefirst casejs 2L1&21+1 _ ] _ 1, andthelowest|log,, ! |-bit
prefix of acodavordin theseconccaseis 21082 L+1 _ [,

For example,for a Golomb’s RLE of length3, Y canbe0, 1
or 2, which areencodedasO0, 10 and 11, respectiely. Tablel
shavs the beginningof the codetablefor thelength-3RLE.

TABLE |
CODE-TABLE FOR THE RLE WITH LENGTH 3.

Codeword
10

110

111

010

0110
0111
0010

Run-length

OO~ WNEO

A. Adaptivity

In orderto encodea sequenc®f bits whoseprobability dis-
tribution varieswith time, it is necessaryo deviseamethodthat
adaptsthe encoderto the varying distribution. The adaptation
algorithmusedin theadaptie RLE adjustghelengthof theen-
coderbasedon the behavior of theinput sequenceHowever, it
is necessaryo guaranteghattheinformationusedby the algo-
rithm is availableto both encoderanddecoderat eachposition
of theencodedsequence.

Thelengthis adjustedn two situations:in themiddleof arun
of zeros andaftertheendof therun. Below, it is describechow
theadaptatiormethodactsin bothcases.

1. Whenazerothatrepresentsirun of | zeroeds sent/receied
by the encoder/decodethe lengthparameteis incrementedy

[+ 1)/2].

2. Whenthecodevordrepresentingherestof thezeroedn the
run is sent/recaied by the encoder/decodea new estimateof

the averagerun of zerosX is calculatedandthe algorithmsets
thelengthof theencoder/decodéo | (X +1)/2].

The new estimateof the averagerun of zeroesis calculated
by a 1%t-orderauto-rgressie modeldescribedy

Yn+1 = ayn +(1-a)X,,
wherea € [0, 1] is thememoryfactor

I1l. CODING SCHEME

HE DCT transformusedn thisalgorithmis theusualJPEG
DCT, as describedin [5]. But, differently from JPEG,
the DCT coeficients are not quantizedafter their calculation.

the algorithm?’s efficiengy, which will be measuredn mean-
squared-erroor peak-signal-to-noiseatio. Thesecriteria are
optimizedwith uniform quantizationwhichis appliedprogres-
sively by the algorithm asthe coeficientsare encoded. How-
ever, non-uniformquantizationcould be used,for example,to
improve the algorithmin a HVS (humanvisual system)sense,
by usingthe JPEGtableof quantizatiorcoeficients,which pri-
oritizeslow frequeng coeficientsoverthehighfrequeng ones,
basednthe HVS sensitvity to differentspatialfrequencies.

After applyingthe DCT, the whole setof coeficients, from
all theimageblocksthatarebeingcoded,arecopiedto a vector
v in anorderdeterminedy the position of eachcoeficientin
its block andthe positionof its block in theimage(seelll-B).

Then, the vector of orderedcoeficientsis split into several
binaryvectorsv,, withn = 0, 1, ..., N, whereeachof which
containsthe n-th bits of the binary representationf the coef-
ficientsin v (seeFig. 2). The zerothvectorvy is takento be
thebinaryvectorcorrespondingo themostsignificantbit of the
highestamplitudecoeficient,andthenext vectorscorrespondo
thefollowing lesssignificantbits, includingbits afterthe binary
point. The positionof the zerothbit is sentto the outputin the
beginningof the codingprocess.

Finally, thebinaryvectorsv,, areencodedneby one,asde-
scribedin sub-sectionll-C, usingthe adaptve run-lengthen-
coderdescribedn sectionll, until atargetbit-rateis reachedbr
until the DCT coeficients canbe reconstructedt the decoder
with a predeterminegrecision.

Furtherdetailsof the codingschemearedescribedn thefol-
lowing sub-sections.

A. Repesentatiorof DCT coeficients

Thetransformcoeficientswill berepresenteth a sign-plus-
amplitudefixed-pointbinary form, which is necessaryor the
subsequenencodingoperation. This representatiormay be
built into the DCT transformerusing fixed-point arithmetic,
which rendersmuch fasterencoderand decoderimplementa-
tions,ascomparedo thoseusingfloating-pointarithmetic.

The numberof bits necessaryo representhe DCT coefi-
cientsin fixed-pointarithmeticdepend®n thenumberf of bits
preseredto theright of the binary-pointandon the maximum
possibleabsolutevalueof the coeficients. Consideringhatthe
totalenepgy of an8 x 8 block of imagepixelsis limited, andit is
givenby the sumof thesquare®f its 64 DCT coeficients,i.e.,

63
E=)lal*.
i=0

A DCT coeficientc;, will have maximumamplitude for agiven
valueof enengy, if all theblock’senengy is concentratedn that
coeficient. In this case,

Cp = :t\/E.

Therefore, the maximum amplitude of a DCT coeficient is
equalto thesquare-roobf themaximumeneny, i.e.,

|Cz'| S V Emax-

In this article, the valuesof pixels are representedby 8 bit

Thenon-uniformquantizatiorappliedby JPEGwould decrease integersrangingfrom -128to 127. The enegy of a block is
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maximumwhenall of its pixelshave maximumamplitude,i.e.,
128.Hence,

64 - 1282
220,

Emax

Therefore themaximumamplitudeof a DCT coeficientis 219,
andthenumberof bits necessaryo represenit in fixed-pointis
10 + f bitsfor theamplitude plus 1 bit for the sign.

Testshave shawvn that 3 bits to the right of the binary point
(f = 3) is enoughprecisionto obtainan almostperfectrecon-
structionof theimagefrom thefixed-pointrepresentatioof its
DCT coeficients. Actually, with this precision,the reconstruc-
tion was perfectfor all imagestestedby the authors. Hence,
14 bits are enoughto representiry DCT coeficient with this
precision.

The proposedcodingmethodsendgo the outputthe position
of the mostsignificant(non-null) bit of the coeficient with the
highestabsolutevalue. By the discussiorabore, it canbe seen
that4 bits arenecessaryo transmitthatposition.

B. Orderingthe Coeficients

Theenegy compactiorproducedoy the DCT transformcon-
centrateghe enepgy of the blocksin the low-frequeng coef-
ficients. For naturalimages,the varianceof the coeficients
tendto decreasasfrequeng increaseg8]. However, images
alsocontainobjectdetails,suchasborders,which do not have
the samefrequeng distribution asmostblocks. Thesedetails
usually producecoeficientswith enegy closerto equally dis-
tributed or, at least,that do not decreasdastasfrequeng in-
creases. Thus, the magnitudeof high-frequeng coeficients
usually tend to have higher correlation with the magnitude
of neighboringhigh-frequenyg coeficients, i.e., whena high-
frequeng coeficienthashigh amplitude we canexpectthatits
neighborswill alsohave highamplitude.Theprobabilityof hav-
ing oneisolatedhigh frequeng coeficientwith highamplitude
is, asfarasourassumptiongjo,small.

Thus, the orderingof the coeficientsaimsnot only at orga-
nizing the coeficientsin anorderof decreasingariance pased
on their frequeng, but alsotries to keepcoeficientswith high
correlationof magnitude together Thatis why, asdescribed
below, theorderingproceskeepshigh frequeny coeficientsof
thesameblock together

B.1 OrderingAlgorithm

LetBg, i =1,2,..., K, denoteghe K blocksof astill image,
or the blocksof a video framewhich will beintracodedby the
method.Theorderof theblocksshouldkeepneighboringdlocks
togetherFig. 1 shovshow the DCT coeficientsareindexedin a
block. Eachcoeficient hasa two-tupleindex m.n, whereeach
value of m represents sub-blockof coeficients,in a total of
ten(seeFig. 1). Theorderingalgorithmis shovn below.

1. Createanemptyvectorv to receve the DCT coeficients.
2. For eachsub-blockm, from 1to 10do

(a) for eachblock B; do

i. for eachcoeficientn in sub-blockm, addit (m.n) to the
endof v.

1121|511 |52(81|82|85| 86

3114153 |54]83 |84 |87 88

61|62 71| 72|89 |810|8.13|814

63| 64| 73| 74]811|812|815|816

91|92 | 95| 96101 102|105 106

93| 94 | 97| 98 103|104 | 10.7 | 10.8

9.9 | 910 9.13| 9.14| 10.9 |{10.10|10.13| 10.14

9.11| 9.2 9.15| 9.1610.11|10.12({10.15/10.16

Fig. 1. Ordering of the DCT coefficients

C. EncodingAlgorithm

After the orderingprocessthe vectorof DCT coeficientsv
is split into the binary vectorsv,, n = 0, 1,..., N, with v,
containingthe n-th bits of the DCT coeficients, as shavn in
Fig. 2. Thesevectorsarethenencodedaccordingto the follow-
ing algorithm:

1. Createvectors with the sameengthof v to save the stateof
significanceof the coeficientsduringthe process;

2. setall elementf s to insignificant

3. forn =0, 1,..., andwhile thetargetbit-rateor precisionis
notreacheddo

(a) initialize theRLE to length1;

(b) splitvy, into two binaryvectorsu,, andw,, with u,, con-
taining the bits of the coeficientsthat are not significantyet,
accordingo s, andw,, containingthe otherbits of v,,.

(c) encodeu,, usingtheRLE;

(d) sendthe signsof the coeficients which areinsignificant
andwhosebit in uy, is notzero;

(e) sendw,, to theoutput“asis”, withoutencoding;

(f) setto significanttheelementf s which correspondo the
bits of v, thatarenotzero;

Vectors savesthe stateof significanceof thecoeficientsdur-
ing the process.In the beginning, the statesof all coeficients
aresetto insignificant. A coeficient becomessignificantafter
its mostsignificantbit is encoded.

The algorithm stopswhen a target bit-rate or precisionis
achieved.

IV. RESULTS

IG . 3 shavs the PSNR (peak-signal-to-noiseatio) versus
bit-rateresultsof the algorithmascomparedo resultsob-
tainedwith JPEGwhenappliedto theLenaimage.JPEGSalgo-
rithm is appliedusinguniformquantizatiorin orderto maximize
the efficiengy accordingto the PSNRcriterion.
PSNRmeasuretheratiobetweemaximumsignalamplitude
androot-mean-squaregfror (RMSE),andis given,in dB, by:

255

PSNR = 2010g10 <W> s

wherethe RMSE is the measuredoot-mean-squareerror be-
tweenthe original imageand its reconstructedepresentation,
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DCT coefficients 60101 e

7/0/0|1|1
8(0(1|/0]0
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12/0(0|0|1

Fig. 2. Splitting of v into binary vectors vp.

ie.,

1 M,N
_ r/e - _ .o\12
1,j=0
The proposedmageencodingalgorithmshowns goodperfor
mancein termsof PSNRversusbit-rate. A gainof aboutl dB
over JPEGis foundfor the Lenaimage.

V. CONCLUSIONS

A DCT-basedimage compressiortechniquehas beenpre-
sented. The algorithm usesan adaptve versionof Golomb’s
run-lengthencoderTherate x distortionperformancebsened
for the Lenaimage,shavs a gainof aboutl dB with respecto
JPEGwith uniform quatization.Oneof theadvantage®f DCT-
basedccompressioschemess thatthey maybewell adaptedo
work videoframes,usingmotionestimationandcompensation.
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