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Abstract—Among the best performing video coding methods are the ones /
based on the matching pursuits algorithm. In them, the motion compen-

sated frame difference is decomposed on an overcomplete dictionary of
atoms in a greedy fashion. It is represented by a sequence of pairs speci-
fying the atoms used and their corresponding coefficients. The rate dis-

~

Algorithm 1

1. Start withw = x,n = 1.

tortion trade-off is achieved by varying both the number of atoms and how 2. Repeat until a stop criterion is met
the coefficients are quantized. Several strategies have been presented in or- (@) Choosey,, € {1, ..., M} such that
der to solve the problem of, given a target rate or distortion, determining wW-g, = max {W ) g,'}
the optimum number of atoms as well as the quantizers of the correspond- Tn 1<<M J e
ing coefficients. In this paper we propose a novel method for performing (b) Choosey,, =< w, gy, >.

matching pursuits quantization, based on the notion of decomposition in

c) Replacew byw — .
generalized bit-planes. The structure of such decompositions is such that ( ) P y P8y,

once the decomposition is carried out, it is already quantized, and there is (d) Incrementa.
no need to set up any quantization parameters. It does so by generating a 3. Stop.
decomposition that is readily organized in bit-planes. It provides an elegant K /

solution to the trade-off between quantization of coefficients and number of
passes in the matching pursuits algorithm. In fact, we show that it can be  Details of this algorithm can be found in [1]. There, it is

regarded as a generalization of any decomposition on a dictionary followed shown that the energy of the residuals decrease monotonically

by linear quantization of the coefficients. In addition, we present a theorem th b f Pis i d d tends t =
that sets bounds for the R-D performance of such generalized decomposi-aS € number o passes F IS Increased, and tends 1o zero as

tions. We test the effectiveness of the proposed method using the frameworktends to infinity.
of Neff and Zakhor's matching pursuits video encoder. The results obtained From the above, we see that the Matching Pursuits algo—
are promising, presenting, without any ad-hoc assumptions about the R-D rithm performs a kind of successive approximation of a sianal
behavior of the coded frames or any increase in computational complex- ) P pp i ] 9 )
ity, a significant improvement over the classical matching pursuits video X, Since, for each atom added, the error in the approximation
coders. Also, the results are as good as the ones obtained employing morglecreases [1]. Therefore, in principle, the approximation er-
sophisticated strategies. ror can be controlled by the number of atoms used. However,
when the coefficientp,, are quantized, the approximation er-

I. INTRODUCTION ror also depends on how the quantization is performed. Sev-
HE classical algorithms used in video coding are based Sﬁal strategies have been proposed for dealing with this problem

the block discrete cosine transform (DCT). An effectivd’ the literature. In [3] the quantizer of the coefficiepts in

alternative for such methods is given by decompositions ov%?Ch frame is chosen using a two-pass procedure. In the first

redundant dictionaries using the Matching Pursuits (MP) AIg(BJ-aSS’ the frame is decomposed without the coefficieiseing

rithm [1]. An efficient video encoder using the MP Algorithmquantized. Then, the quantizer of the second pass is chosen as

has been presented by Neff and Zakhor [2]. It provides go@&% of the smallesip,,| used. In [3] a simplification in this al-

coding efficiency and is free from blocking artifacts. Its succesgsorithm Is proposed, giming at the reductipn O_f the complexity
has encouraged research on this topic of this two-pass algorithm. The first pass is eliminated and the

In the MP algorithm we usually decompose a sigaalf di- quantizer is chosen based on the smallgst of the prev_lous
. - frame. The results of the two-pass and one-pass algorithms are
mensionN on a redundant dictionar®® = {gi,82,...,8m}, s .
, . yery similar, although the former performs a little better than the
llg:l| = 1, Vi. Theg; are in general referred to as atoms. ThF tter. Ratex distortion roaches have also been br q
dictionary is said to be redundant because, in gengfal; N. atter. Ratecdistortion approacnes have aiso been proposed, as

. . . . the one in [4]. There, an adaptive entropy-constrained quanti-
The signalk is then approximated iF passes as [1
g PP P [1] zation scheme is used, based on the fact that the magnitude of

P the coefficients are bounded by an exponential function of the
X~ ang% (1) humber of passes.
n=1 It is interesting to observe that many of the state of the art
image compression methods use successive approximation [5].
They achieve successive approximation by encoding the wavelet
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The pairs(p,,,y») are computed by algorithm 1 below



perform the quantization of the MP coefficients in bit-planes. Iim [7] finds decompositions of the following form
this paper we propose a novel algorithm to perform an MP-like

decomposition in which a signal is decomposed in generalized s i Li _

bit-planes, each bit-plane being composed by a set of atoms. In x= Z @ Z 8ij1

it, unlike the classical Matching Pursuits, there are no coeffi- o=

cients to be quantized, that is, only the atoms correspondingtthese decompositions are more general then the one in equation
each generalized bit-plane need to be transmitted. It providgg, since the terr@—7 has been replaced lay', for0 < o < 1.

an elegant solution to the coefficient quantization problem e refer toa as theapproximation scaling factor. In [7] there

the MP algorithm, and presents improvements over the existiRgve been derived conditions for the algorithm to be convergent
MP-based encoders. This paper is organized as follows: Sggmat is, for any signak be approximated with arbitrary preci-
tion Il outlines the theory of signal decomposition in generalizegion by adding a sufficient number of terms to the summations).
bit-planes, that is the base of the proposed algorithm. In semhese conditions impose thét(D) < 3 where® (D) is the

tion Il we describe a practical video encoder using generalizégrgest angle between any sigmaé RY and the closest atom in
bit-planes, with the experimental results described in section NictionaryD. However, even for signals of moderate dimension

()

Section V presents the conclusions. (e.9.,N > 64), the dictionaries that could provide(D) < Z
would have very large cardinality. This would lead to inefficient
Il. SIGNAL DECOMPOSITION INGENERALIZED decompositions from an R-D perspective, since a large number
BIT-PLANES

of bits would be needed to encode the indexgs

Supposex is a signal that can be decomposed in a redundantin this paper we propose a novel algorithm for finding such
dictionaryD = {g1,82,...,8m}, ||gill = 1, Vi as decompositions, that is convergent whene¥er o < 1 and

O(D) < %. The advantage of this algorithm is tHa{D) < 7

M is only a very mild restriction, being satisfied whene#®iis
x= Z n8n 2) complete [1]. In this algorithm a greedy decomposition is car-
et ried out by adding ong; 6 ata time, until a rate and/or distor-
Without loss of generality, we are assuming thelf < 1. Also, tion criterion is met. Given a dictionaly = {vi,va,...,v4},

note that we are considering that the diction&rys complete, ||v;|| = 1, Vi, the algorithm is as follows (the input signals are
so that an expansion it/ terms can represertwith zero dis- normalized so thafx|| < 1):
tortion. In addition, sincglg;|| = 1, there is an expansion in the

form of equation (2) such thét,,| < 1. / Algorithm 2 \
gorithm

Sincelc,| < 1, we can write the binary representation fgr
aScn = 5n 35521 2 'bjn. sn € {11} is the sign of,, and 1. Start withw = x, m = 1.
b;» € {0,1}. Replacing this value af,, in equation (2) we have 2. Repeat until a stop criterion is met
that (@) Chooser,, € {1, ...,q} such that
Moo= © M WV, = max {w-vj}.
x = ) 50D 27bingn =227 ) binsugn In (w - v,,.)
n=1 j=1 j=1 n=1 (b) ChOOSEkm = f)rm .
n(x
_ - —j al _ where [y] is the smallest integer larger than pr
= 227D bk ®) equal to
j=1 n=1 q y-
(c) Replacew by w — af=v, .
Note that sinces,, € {-1,1}, theng, = s,g, € D = (d) Incrementn.
{+gi, +g2,...,£gm}. Now, defining the indexes;; such K 3. Stop. /
that, forl € {1,2,...,L;}, b;;;, = 1, and zero elsewhere,
the summation in equation (3) can be expressed as Note that Algorithm 2 approximatesin P passes as
00 L; P
X = Z 277 Zgi]‘,l (4) X(P) — Z Oékm v, (6)
j=1 =1 = "

Equation (4) can be regarded as a generalized bit-plane delf we define L; as the number of values: such that
composition of the signat. The bit-plangj is composed by the k,,, = j, we can rename the corresponding indexgsasi;;
functionsgiﬂ forl =1,...,L;. In[7] a convergent algorithm for! =1,..., L;. Therefore, if we make the dictionagyin Al-
for finding such decompositions has been proposed, in the sagweithm 2 equal td, then equation (6) is equivalent to equation
philosophy of the MP algorithm. In fact, the algorithm propose¢b) for P — oc.



We can say that Algorithm 2 is convergent]nfm xP) = x. initial number of possible indexds,, is set to two ,,,=1 and
In that sense, its convergence is guaranteed by Theorem 1 (khe=2) plus an escape code. If we need to trangmjit3 we first
proof can be found in the appendix). transmit the escape code to indicate an increase in the number of
symbols and then transmit the code kg5=3. At this point the
Theorem 1: Bex € RY, ||x|| < 1, such that it is approxi- Possible symbols ark,;,=1,2,3 plus an escape code. The same
mated by Algorithm 2 using a dictionaty with P steps, gen- Process is repeated for each new valué gfthat is out of the
eratingx(") as in equation (6), and b®(C) the largest angle current range. Also, when we start coding the next frame the

between any signay € RY and the closest atom in dictio-number of possible values &f,, is the same as the one at the
naryC We have thatr(®)|| = ||x — x(P)|| < BEP), where end of the previous frame. It was verified experimentally that ,

= /1—(2a—a?)cos? (0(C)) < 1forevery0 < a <1 as long as the initial number of symbols is small enough, is does
andO < G)(C) not influence significantly the performance of the algorithm.
Since Algorithm 2 assumes that the norm of the input sig-
The following points regarding Algorithm 2 should be highhal is{|x|| < 1, we need to compute, for each video frame, the
lighted: largest norm of the macroblock ... It is important to note
(i) Algorithm 2 performs a decomposition such that, for evthat, for each macroblock, as in [2], we search for the closest
ery atom added, the distortion in the approximationcof atom by centering every atom in every pixel of the macroblock.
decreases by at least < 1. Thus, when the number of This implies that the atoms searched for in a macroblB¢kn-
passes” — oo, |[r(P)|| — 0, that is, algorithm 2 is con- vade the neighboring macroblocks. Then, effectively, it is as
vergent. if the dimension of the signal we are decomposing is not the
(i) The representation output by Algorithm 2 is given by jusene of macroblockB;, but the dimension of3; plus the pix-
a sequence of pairs of index@s,,, 7, ), m = 1,2, ..., P. els of the neighboring macroblocks invaded by the atoms used
This implies that there is no need for coefficients quantio decompose;. Referring to figure 1, since the luminance
zation as in the classical MP algorithm (see equation (#)acroblocks aré6 x 16, the value ofX .« is computed for a
and the discussion that follows). In other words, it cafegion of(15+nmax) X (15+nmax) centered in the macroblock
be said that Algorithm 2 performs both the decompositioffimax X 7imax IS the support of the atom having largest support).
and quantization at the same time. Thus, it presents an dle-OUr Caseimax = 35, and X, is computed considering
gant solution to the coefficient quantization problem inheB0 x 50 windows centered in every macroblock (see figure 1).
ent in the classical MP algorithm, described in section |. We also need to send the approximation scaling faetpa( the
(iii) The decomposition obtained can be organized in bit-plandader of the video sequence. Note that since the use of Algo-
as in equation (5). This can be done by noting that, ifithm 2 permits precise bit-rate control (see comment (iv) at the
equation (6), the indexes,, for the values ofn such that €nd of section Il), then the strategy used for bit-rate allocation
k., = j correspond to the atoms comprising bit-plgne  was to divide the bit-budget of the sequence equally among all
(iv) The number of atoms used in the decomposition can be d& frames. Clearly other more sophisticated rate control algo-
arbitrarily and each atom corresponds to a ki, r,,). rithms could be used taking advantage of the precise rate control
This permits a precise rate control, since the decompthat such decompositions may provide, as in [9].
sition can be stopped when the bit-budget is exhausted.
This feature can be very useful in more sophisticated R-D
schemes. We have coded the sequences Container, Coast-guard, Hall-
monitor, Mother-and-daughter, Silent-voice and Foreman with
300 QCIF frames at 30 frames/s, sub-sampled in time by fac-
In this section the effectiveness of Algorithm 2 will be evaltors of 4 (rates under 20kbps) and 3 (other rates) to generate 7.5
uated by employing it in the framework of Neff and Zakhor'drames/s and 10 frames/s, respectively. Coding was done only
Matching Pursuits video encoder [2]. Essentially, Algorithnon luminance component in bit-rates that vary in the range 10-
2 will replace the decomposition and quantization strategy erh®0kbps.
ployedin [2], using exactly the same dictiondPyas wellasthe  The value ofa (see equation (6)) chosen at the beginning of
same atom encoding procedure. The indexgqsee equation coding interferes with the number of vectors used to code each
(6)) are encoded in the same way as the atoms indexes in [2]. fbaome. Smaller values af lead to smaller values of,,, but
the other hand, instead of encoding the value of the inner prodat$o to a worse approximation in each pass; this leads to a larger
pn (See equation (2)), the indéx,, of the bit plane correspond- number of vectors in order to maintain a given distortion. Like-
ing to the atom of index,,, is encoded. An adaptive arithmeticwise, larger values ofv lead to larger values ot,, and to a
coder [8] is used for this purpose. Since we do not know at firsmaller number of vectors. We can see then that there is a trade-
what is the maximum value th&t,, can assume, we had to per-off among the value oft, the number of vectors and the range
form a slight modification to the arithmetic encoder in [8]. Thef values ofk,,. Therefore, the value at can potentially af-

2 .

IV. EXPERIMENTAL RESULTS

I11. | MPLEMENTATION OF THEVIDEO ENCODER
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fect the ratex distortion characteristics of the encoder. This 2000 F 1
trade-off can be seen in figures 2 and 3. There, we show the %[ i
variation of the average number of bits spent for both specify- ~ *°®°[. 1
ing the atoms indexes,, and coefficients:,,, (see equation (6)) 00 1 1
againsta. The straight lines represent these values for the MP %0 01 02 03 04 05 06 07 08 09 1
algorithm ¢,, andp,, in equation (1)). The sequences used are alpha

Mother and Coast for 24kbps and 64kbps, respectively. In th*% 3. Average bits spent fot,,, pn, rm andy, against alpha for Coast
figure, we can see that increasingthe bits spent to code the sequence for 64kbps.
atoms indexes tend to decrease, while the bits spent to code the
coefficientsk,, tend to increase. In addition, we can note thah_ .

. this table, the first column shows the PSNR for MPGBP algo-
for values ofa under 0.65, approximately, the MPGBP algo-. i )
. . . rithm while the second column shows PSNR for MP algorithm.
rithm spends less bits for encoding thg than the MP algo- The third col h the i t of the MPGBP
rithm for encoding the projectiop,,. However, the MPGBP € third column Shows the Improvement ot the over

algorithm spends more bits for encoding the atoms indexes th'\élrhD algorithm. We can see from this table that MPGBP is al-

the MP algorithm. It was verified experimentally that this resu tays. better than the O”g”.]al matching pursuits algorithms (2]
: : . tor different bit-rates and video sequences.
holds for all bit-rates or video sequences used. Indeed, in t

e . . . .
appendix, we have shown theoretically that the distortion tends’19Ures 6 and 7 show the variation of the average PSNR with
to decrease faster asincreases (see figure 9).

rate for both implementations of the matching pursuits encoders
In figures 4 and 5 we can see the variation of the averaﬁjler
e

Mother and Silent sequences, respectively. We can see from
PSNR witha for rates 24kbps and 48kbps, respectively. We cal

se figures that the use of the generalized bit-planes scheme
verify that the variation ofy does not interfere significantly with consistently improves the performance of the matching pursuits
the results, except when this parameter is next to one or un

&Qlcoder from [2] for all rates. In addition, this improvement
0.4, when there is a significant drop in performance. cAim increases with the bit rate. Indeed, our results are comparable
the rang€l0.4,0.85] is a good choice. In our experiments, w

do the best ones in the literature, that have been obtained using
have used am = 0.56 for all cases. It is interesting to note

sophisticated adaptive strategies [3]. The knee on the curves
that despite the variation in the number of bits spent with i

ound 20kbps is due to the increase of the frame rate from 7.5
atoms indexes,,, and coefficient,,,, the average peak signal tofpS to 101ps.
noise ratio (PSNR) of the sequences is approximately constant
for a € [0.4,0.85].

Table | compares the PSNR of the original matching pursuitsIn this paper we have proposed a novel algorithm for per-
video encoder (MP) [2] with our adaptation using generalizefdrming matching pursuits decomposition. Instead of generat-
bit-planes (MPGBP) for some rates and sequences of video.iig at its output a sequence of pairs comprising atoms indexes

V. CONCLUSIONS



38 TABLE |
COMPARISON, IN TERMS OFPSNR,BETWEEN THE TWO MATCHING
PURSUITS IMPLEMENTATIONS
[ Seq+Rate [| MPGBP [ MP [2] | MPGBP-MP ]
m
° Containerl0 32.54 32.45 0.06
% Mother10 33.42 33.35 0.07
o ‘ Hall10 33.43 33.30 0.13
! Container24 34.70 34.47 0.23
2 | Mother24 i Mother24 36.39 | 36.18 0.21
i Contailner24 fffffff Hall24 36.59 36.13 0.46
24 o ] Silent24 3277 | 3273 0.04
Coast24 27.79 27.66 0.13
220 0‘1 0‘2 0‘3 0‘4 0‘5 0‘6 0‘7 0‘8 0‘9 L Container48|| 36.95 36.43 0.52
' ’ ’ ’ | .h ' ’ ’ ' Mother48 39.21 38.45 0.76
apna Hall4s 39.14 | 38.00 1.14
Fig. 4. Variation of the average PSNR with alpha parameter for Mother, Silent, Silent48 36.35 35.90 0.45
Container and Coast sequences for 24kbps Coast4d 30.31 30.26 0.05
q pS. Container64|| 37.94 | 37.16 0.78
40 Mother64 40.47 39.34 1.13
Hall64 39.97 38.84 1.13
38 Silent64 37.85 37.30 0.55
36 Coast64 31.35 31.25 0.10
Mother96 42.27 41.02 1.25
34 Foreman96 35.54 35.35 0.19
m
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Fig. 5. Variation of the average PSNR with alpha parameter for Mother, Silent,
Container and Coast sequences for 48kbps.
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a dictionary or basis followed by uniform scalar quantization.
Also, we have proved a theorem setting a bound for the dis-
tortion obtainable for a decomposition in generalized bit-planes
using a given number of atoms.

We have implemented a matching pursuits video encoder us-
ing the proposed algorithm replacing the classical matching pur-
suits decomposition and quantization. Our video encoder was
used with different kinds of sequences and for a large variety
of bit-rates, yielding consistent results. The results obtained

and corresponding coefficients, as in the classical MP algorithare very promising, leading to a significant improvement over
it generates just a sequence of atoms indexes. These indakesclassical video-MP algorithm [2]. It also provides a perfor-
can be grouped in generalized bit-planes. The proposed algeance comparable to the one obtained by the more sophisticated
rithm has the advantage of obviating the need for setting @gorithms as, for example, the one in [3]. The generalized bit-
arbitrary trade-offs between number of atoms used and coefflane decomposition obtained with this algorithm opens the pos-
cients quantization. We have shown that the proposed algoritiibility for more flexible implementations, as quad-tree based
corresponds to a generalization of the usual decomposition encoders using generalized bit-planes.



REFERENCES We choose ta to bea®*t!. In this case, the residual®’

[1] Stéphane G. Mallat and Zhifeng Zhang, “Matching pursuits with timddecomes, from equation (7),
frequency dictionaries,|EEE Transactions on Signal Processing, vol. 41,

no. 12, pp. 3397-3415, December 1993. ||I_(P) ||2 — ||I_(P—1)||2 + (aQ+1)2 _9 ||r(P—1) || a®t! cosh

[2] Ralph Neff and Avideh Zakhor, “Very low bit rate video coding based in
matching pursuits,1EEE Transactions Circuits and Systems, vol. 7, no. 1, (10)
pp. 158-171, February 1997. and consequently
[3] Ralph Neff and Avideh Zakhor, “Modulus quantization for matching pur-
suits video coding,” IEEE Transactions Circuits and Systems for Video ||r(P) I 2 QQ+1 2 QQ+1
Technology, vol. 10, pp. 895-912, 2000. — -9 cosf (11)
[4] Pierre Vandergheynst and Pascal Frossard, “Adaptive entropy-constraind||r(F=1) ] [[rP=1)]| [[rP=1)]|

matching pursuits quantizationlEEE International Conference on Image

Processing, pp. 423-426, 2001. From equations (9) and (11) we have that
[5] Amir Said and William A. Pearlman, “A new, fast and efficient image codec

based on set partitioning in hierarchical treedFEE Transactions on Cir-

; P\
cuits and Systems for Video Technology, vol. 6, no. 3, pp. 243-250, June ||r “ < 1+ a2 cos2 B — 20 cos?
1996. |[rE=1)|
[6] ISO/IEC JTC1/SC29/WG1 (ITU/T SG28), “JPEG2000 verification model 2 2 2
5.3” 1999. = 1- (2a -« ) cos” 8 = 3% (6) (12)
[7] Marcos Craizer, Eduardo Aohio Barros da Silva, and Eloane Garcia
Ramos, “Convergent algorithms for successive approximation vector quan- h i | f a@t1 .
tization with applications tavaveletimage compression[EE Proceedings The equality wou d occur Ohr(P—l) ” = a cosb.
glfﬁret'léggson"magea”d Signal Processing, vol. 146, no. 3, pp. 189-164.  gjce() < o < 1 and|cosé| < 1, we have that the smallest

[8] T.C.Bell, J. G. Cleary, and I. H. WitteriText Compression, Prentice Hall, 3> (#) value (see equation (12)) is obtained wien; 1.
Englewood Cliffs, NJ, 1990. _ In figure 9 we plot the value of3? () againsta for
[9] Rogério Caetano and Eduardo A. B. da Silva, “Rate control strategy for 1
embeddedvaveletvideo coders,”Electronics Letters, vol. 35, no. 21, pp. <a<lL
1815-1817, October 1999.

APPENDIX

Proof. We can represent the residual signéll) in passP as 1
(see figure 8)

e = eI 4 [l — 2 eI 6] cosd (7)

whered is the angle between the residut&f —1) and its closest

vector. Since we can assume to be using complete dictionaries, sen’d

it can be said that < ©(C) < 7. 0.5 o 05
Sincea < 1then3@ € Z such that (see figure 8)

1 15 2 25

Fig. 9. Plot the value oB? (9) againsta.
a®tt < [|eP=Y | cosh < a® 8)
From equation (12), we have that the residual decreases its
magnitude by at leagt (6) in each pass. Singe< © (C), and ,
fora € (0,1), (2a — a?) > 0, then we have that

o B(6) < VI-(a—a®)cos? (OC) =B (13)

N Thus, since||x|| < 1, we can say that, afteP passes,
I < B

t a@t! x cos a? QED
Fig. 8. lllustration of the signal approximation

Equation (8) can be reorganized as

Q+1

1o
acosﬁ<m§cosﬁ (9)



