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Abstract—In this paper, we present mean-squared convergence analysis for the partial-update normalized least-mean square (PU-NLMS) algorithm with closed-form expressions for the case of white input signals. The analysis used order statistics and the formulas presented here are more accurate than the ones found in the literature for the PU-NLMS algorithm. Simulation results show excellent agreement with the results predicted by the analysis of the PU-NLMS algorithm.

I. INTRODUCTION

WHEN implementing an adaptive-filtering algorithm, the affordable number of coefficients that can be used will depend on the application in question, the adaptation algorithm, and the hardware chosen for implementation. With the choice of algorithms ranging from the simple least-mean square (LMS) algorithm to the more complex recursive least squares (RLS) algorithm, tradeoffs between performance criteria such as, e.g., computational complexity and convergence rate, have to be made. In certain applications, the use of the RLS algorithm is prohibitive due to the high computational complexity and in such cases we must resort to simpler algorithms. As an example, consider the acoustic echo cancellation application where the adaptive filter may require thousands of coefficients [1]. This large number of filter coefficients may impair even the implementation of low computational complexity algorithms, such as the normalized least-mean square (NLMS) algorithm [1]. As an alternative, instead of reducing filter order, one may choose to update only part of the filter coefficient vector at each time instant. Such algorithms, referred to as partial-update (PU) algorithms, can reduce computational complexity while performing close to their full-update counterparts in terms of convergence rate and final mean-squared error (MSE). In the literature one can find several variants of the LMS and the NLMS algorithms with partial updates [2]–[8], as well as more computationally complex variants based on the affine projection algorithm [9], [8].

The objective of this paper is to analyze one particular case of the partial-update NLMS (PU-NLMS) algorithm introduced in [9], [8] that obeys the principle of minimum disturbance [9], [8]. The results from our analysis, which is based on order statistics, yield more accurate bounds on step size and on the prediction of excess MSE when compared to the results presented in [9], [8]. We also clarify the relationship between the PU-NLMS and M-Max NLMS [3], [4] algorithms, whereby we show that the M-Max NLMS algorithm uses an instantaneous estimate of the step size that achieves the fastest convergence in the MSE.

II. THE PARTIAL-UPDATE NLMS ALGORITHM

This section reviews the partial-update NLMS (PU-NLMS) algorithm proposed in [9], [8]. The approach taken here is slightly different from that in [9], [8], but the final algorithm is the same as the one that satisfies the minimum disturbance criterion. We also provide analysis in the mean-squared sense with new bounds on the step size to be used in the PU-NLMS algorithm that are more accurate than the one given in [9], [8].

The objective in PU adaptation is to derive an algorithm that only updates $L$ out of the $N+1$ filter coefficients. Let the $L$ coefficients to be updated at time instant $k$ be specified by an index set $\mathcal{I}_L(k) = \{i_0(k), \ldots, i_{L-1}(k)\}$ with $\{i_j(k)\}_{j=0}^{L-1}$ taken from the set $\{0, \ldots, N\}$. Note that $\mathcal{I}_L(k)$ depends on the time instant $k$. As a consequence, the $L$ coefficients to be updated can change between consecutive time instants. A question that naturally arises is “Which $L$ coefficients should be updated?”

The answer to this question can be related to the optimization criterion chosen for the algorithm derivation.

In the conventional NLMS algorithm, the new coefficient vector can be obtained as the vector $w_{k+1}$ that minimizes the Euclidean distance $\|w_{k+1} - w_k\|^2$ subject to the constraint of zero a posteriori error. Applying the same idea for the partial update of vector $w_k$, we take the updated vector $w_{k+1}$ as the vector minimizing the Euclidean distance $\|w_{k+1} - w_k\|^2$ subject to the constraint of zero a posteriori error with the additional constraint of updating only $L$ coefficients. For this purpose, we introduce the diagonal matrix $A_{\mathcal{I}_L(k)}$ having $L$ elements equal to one in the positions indicated by $\mathcal{I}_L(k)$ and zeros elsewhere. Defining the complementary matrix $\hat{A}_{\mathcal{I}_L(k)} = I - A_{\mathcal{I}_L(k)}$ will give $A_{\mathcal{I}_L(k)} w_{k+1} = \hat{A}_{\mathcal{I}_L(k)} w_k$, which means that only $L$ coefficients are updated. Assuming a sequence of input vectors $\{x_k\}_{k=1}^\infty$ and a sequence of desired signals $\{d_k\}_{k=1}^\infty$, we can write the sequence of output errors $\{e_k\}_{k=1}^\infty$ as

$$e_k = d_k - w^T x_k$$

where $x_k$ and $w \in \mathbb{R}^{N+1}$, and $d_k$ and $e_k \in \mathbb{R}$. With this notation the optimization criterion for the partial update can be formulated as

$$w_{k+1} = \arg \min_w \|w - w_k\|^2$$

subject to

$$x_k^T w = d_k$$

$$A_{\mathcal{I}_L(k)} (w - w_k) = 0$$

(1)

Applying the method of Lagrange multipliers onto the objective function $f(w, \lambda_1, \lambda_2) = \|w - w_k\|^2 + \lambda_1 (d_k - x_k^T w) + \lambda_2 A_{\mathcal{I}_L(k)} (w - w_k)$
\[ \lambda_1^T \mathbf{A}_{I_L(k)} (\mathbf{w} - \mathbf{w}_k) \] where \( \lambda_1 \) is a scalar and \( \lambda_2 \) is an \((N + 1) \times 1\) vector, gives

\[
\mathbf{w}_{k+1} = \mathbf{w}_k + \frac{e_k \mathbf{A}^T_{I_L(k)} \mathbf{x}_k}{\| \mathbf{A}^T_{I_L(k)} \mathbf{x}_k \|^2}.
\] (2)

We see from (2) that only the coefficients of \( \mathbf{w}_k \) indicated by the index set \( I_L(k) \) are updated, whereas the remaining coefficients are not changed from iteration \( k \) to iteration \( k + 1 \).

We now concentrate on the choice of the index set \( I_L(k) \). Substituting the recursions in (2) into (1) we get the Euclidean distance as

\[
E(k) = \| \mathbf{w}_{k+1} - \mathbf{w}_k \|^2 = \frac{e_k^2}{\| \mathbf{A}^T_{I_L(k)} \mathbf{x}_k \|^2},
\]

For a given value of \( e_k^2 \), we can conclude that \( E(k) \) achieves its minimum when \( \| \mathbf{A}^T_{I_L(k)} \mathbf{x}_k \|^2 \) is maximized. In other words, we should update the \( L \) coefficients of \( \mathbf{w}_k \) related to the elements of \( \mathbf{x}_k \) with the largest norm.

In order to control stability, convergence speed, and error in the mean-squared sense a step size is required, leading to the following final recursion for the PU-NLMS algorithm

\[
\mathbf{w}_{k+1} = \mathbf{w}_k + \mu \frac{e_k \mathbf{A}^T_{I_L(k)} \mathbf{x}_k}{\| \mathbf{A}^T_{I_L(k)} \mathbf{x}_k \|^2},
\] (3)

The bound on the step size is given by (see Appendix I)

\[
0 < \mu < \frac{2}{E \left( \frac{r_k^2}{\sigma_x^2} \right)} \approx \frac{2E \left( \frac{r_k^2}{\sigma_x^2} \right)}{(N + 1)\sigma_x^2}
\]

where \( r_k^2 \) has the same probability distribution as \( \| \mathbf{A}^T_{I_L(k)} \mathbf{x}_k \|^2 \), and \( r_k^2 \) has the same probability distribution as \( \| \mathbf{x}_k \|^2 \), which in this particular case is a sample of an independent process with chi-distribution with \((N + 1)\) degrees of freedom, \( E \left( \frac{r_k^2}{\sigma_x^2} \right) = (N + 1)\sigma_x^2 \). For given \( N \) and \( L \), \( E \left( \frac{r_k^2}{\sigma_x^2} \right) \) can be evaluated numerically, as shown in Appendix II. It can also be shown that \( L\sigma_x^2 \leq E \left( \frac{r_k^2}{\sigma_x^2} \right) \leq (N + 1)\sigma_x^2 \) for white Gaussian input signals (see Lemma 3 in Appendix II). A more pessimistic bound on the step size, \( 0 \leq \mu \leq 2L/(N + 1) \), was given in [8] as a consequence of the crude approximation \( E \left( \frac{r_k^2}{\sigma_x^2} \right) \approx L\sigma_x^2 \).

In Appendix II it is shown that if order statistics is used, the final excess MSE after convergence is given by

\[
\Delta \xi_{exc} \approx (N + 1) \frac{\mu \alpha^2 \sigma_x^2}{2 - \mu E \left( \frac{r_k^2}{\sigma_x^2} \right)} \left( \frac{1}{\frac{1}{r_k^2}} \right)
\]

\[
\approx (N + 1) \frac{\mu \alpha^2 \sigma_x^2}{2E \left( \frac{r_k^2}{\sigma_x^2} \right) - \mu (N + 1)\sigma_x^2}
\] (4)

When \( L = N + 1 \), Equation (4) is consistent with the results obtained for the conventional NLMS algorithm in [10]. The algorithm presented in this section is identical to the partial-update NLMS algorithm with multiple blocks of contiguous coefficients to be updated proposed in [9], [8], for the case of unity block size and \( L \) blocks. Choosing blocks of filter coefficients rather than the \( L \) coefficients corresponding to the elements with largest magnitude in the input-signal vector can reduce the amount of memory required for implementation [6]. However, such an approach will no longer perform an update that minimizes the criterion in (1), resulting in slower convergence speed.

For a step size \( \mu_k = \mu \| \mathbf{A}^T_{I_L(k)} \mathbf{x}_k \|^2 / \| \mathbf{x}_k \|^2 \), the PU-NLMS algorithm in (3) becomes identical to the M-Max NLMS algorithm of [3]. For \( \mu = 1 \), the solution is the projection of the solution of the NLMS algorithm with unity step size onto the direction of \( \mathbf{A}^T_{I_L(k)} \mathbf{x}_k \), as illustrated in Figure 1. Furthermore, \( \mu = \| \mathbf{A}^T_{I_L(k)} \mathbf{x}_k \|^2 / \| \mathbf{x}_k \|^2 \) corresponds to the instantaneous estimate of \( E \left( \frac{r_k^2}{\sigma_x^2} \right) \) which gives the fastest convergence, as observed in Appendix I.

III. SIMULATION RESULTS

In this subsection, our analysis of the PU-NLMS algorithm is validated using a system-identification setup. The order of the plant chosen was \( N = 50 \), and the input signal was zero-mean Gaussian noise with \( \sigma_x^2 = 1 \). The signal-to-noise ratio (SNR) was set to 60 dB.

Figure 2 shows the learning curves for the case of \( L = 5 \), \( L = 10 \), and \( L = 25 \) coefficients in the partial update. The curves were obtained through averaging 100 trials. The step size for each value of \( L \) was chosen such that convergence to the same level of misadjustment was achieved. The corresponding theoretical learning curves obtained from evaluating Equation (7) in the Appendix I were also plotted. As can be seen from the figure, the theoretical curves are very close to the simulations. Figure 3 shows the excess MSE as a function of \( \mu \) ranging from 0.1\( \mu_{max} \) to 0.8\( \mu_{max} \) for different values of \( L \), where \( \mu_{max} \) is given by Equation (9) in Appendix I. Note that the index is normalized with respect to the maximum step size \( \mu_{max} \), which is different for each value \( L \). The quantity \( E \left( \frac{r_k^2}{\sigma_x^2} \right) \) needed for the calculation of \( \mu_{max} \) was obtained through numerical integration. For \( L = 5 \), \( L = 10 \), and \( L = 25 \) the corresponding values were \( E \left( \frac{r_k^2}{\sigma_x^2} \right) = 21.438 \), \( E \left( \frac{r_k^2}{\sigma_x^2} \right) = 32.232 \), and \( E \left( \frac{r_k^2}{\sigma_x^2} \right) = 43.860 \), respectively. As can be seen from Figure 3, the theoretical results are very close to the simulations within the range of step sizes considered. Using step sizes larger than 0.8\( \mu_{max} \) resulted in poor accuracy or caused divergence. This is expected due to the approximations made in the analysis. However, only step sizes in the range \( \mu < 0.5\mu_{max} \) are of practical interest because larger values will neither increase
convergence speed nor decrease misadjustment. This fact is illustrated in Figure 4, where the theoretical convergence curves were plotted for different values of $\mu$ using $L = 10$ and $N = 50$. Therefore, we may state that our theoretical analysis is able to predict very accurately the excess MSE for the whole range of practical step sizes.

In Figure 5 we compare our results (solid lines) with those provided by [8] (dashed lines) for the particular case where their algorithm is equal to the one presented in Section II of this paper. As seen from Figure 5, the results presented in [8] are not accurate even for reasonably high values of $L$, whereas Figure 3 shows that our analysis is accurate for a large range of $L$. This comes from the fact that in [8] order statistics was not applied in the analysis, resulting in poor estimates of $E[|A_{x_k}(k) x_k|^2]$ for most values of $L < (N + 1)$.

**APPENDIX I**

In this appendix, the PU-NLMS algorithm is analyzed in the mean-squared sense.

**A. Coefficient error vector**

In order to derive expressions for the second-order statistics of the PU-NLMS algorithm we will first derive an expression for the evolution of the coefficient-error vector. Assuming that the desired signal is given by $d_k = x_k^T \omega_{opt} + n_k$ and defining the coefficient error vector as $\Delta w_k = w_k - \omega_{opt}$, we can express the error as

$$ e_k = n_k - x_k^T \Delta w_k $$

FIG. 2. Learning curves for the PU-NLMS algorithm for $N = 50$, $L = 5$, $L = 10$ and $L = 25$, $SNR = 60$ dB.

FIG. 3. Excess MSE for the PU-NLMS algorithm versus the step size $\mu$ for $N = 50$, $L = 5$, $L = 10$ and $L = 25$, $SNR = 60$ dB.

FIG. 4. Theoretical learning curves for different choice of step size in the PU-NLMS algorithm for $N = 50$ and $L = 10$, $SNR = 60$ dB.

FIG. 5. Comparison of Equation (7) (solid lines) with the excess MSE formula obtained from [8] (dashed lines).
Therefore, from Equations (3) and (5) we have

$$\Delta \mathbf{w}_{k+1} = \left[ I - \mu N_k \mathbf{A}_{\mathbf{L}(k)} \mathbf{x}_k \mathbf{x}_k^T \right] \Delta \mathbf{w}_k + \mu N_k \mathbf{A}_{\mathbf{L}(k)} \mathbf{x}_k \mathbf{x}_k^T \| \mathbf{A}_{\mathbf{L}(k)} \mathbf{x}_k \| ^2$$

### B. Excess MSE for white input signals

For the MSE analysis, we assume that the vectors are excited in a discrete number of directions. This model was used to analyze the NLMS algorithm in [10] and is consistent with the first- and second-order statistics of the original input signal. The model was also successfully used to analyze the quasi-Newton (QN) [12] and the binormalized data-reusing LMS (BDRLMS) [13] algorithms.

The following assumptions are made:

- Independence between $\mathbf{x}_k$ and $\Delta \mathbf{w}_k$.
- The vectors $\mathbf{x}_k$ and $\mathbf{A}_{\mathbf{L}(k)} \mathbf{x}_k$ are modeled by $\mathbf{x}_k = s_k r_k \mathbf{v}_k$ and $\mathbf{A}_{\mathbf{L}(k)} \mathbf{x}_k = s_k r_k \mathbf{v}_k$, respectively, where:
  - $s_k$ and $r_k$ are positive real valued stochastic variables such that $r_k^2$ and $r_k^2$ have the same probability distribution functions as $\| \mathbf{x}_k \|^2$ and $\| \mathbf{A}_{\mathbf{L}(k)} \mathbf{x}_k \|^2$, respectively.
  - $\mathbf{v}_k$ is equal to one of the $N$ orthonormal eigenvectors of $\mathbf{R} = \mathbb{E}[\mathbf{x}_k \mathbf{x}_k^T]$ denoted as $\mathbf{v}_k$, and $\tilde{\mathbf{v}}_k$ is equal to one of the $N$ orthonormal eigenvectors of $\mathbf{R} = \mathbb{E}[\mathbf{A}_{\mathbf{L}(k)} \mathbf{x}_k \mathbf{x}_k^T]$. For white Gaussian input signals $\mathbf{v}_k$ and $\tilde{\mathbf{v}}_k$ are uniformly distributed and $\mathbf{R}$ and $\tilde{\mathbf{R}}$ share the same eigenvectors, i.e., $\mathbf{V}_k = \tilde{\mathbf{V}}_k$.

Therefore,

$$P(\mathbf{v}_k = \mathbf{v}_k) = P(\tilde{\mathbf{v}}_k = \mathbf{v}_k) = \frac{1}{N + 1}$$

Notice that for any value of $L$ we have $s_k = s_k$ since the angle between $\mathbf{x}_k$ and $\mathbf{A}_{\mathbf{L}(k)} \mathbf{x}_k$ is always smaller than 90°.

For white input signals, the excess MSE is given by $\Delta \xi_{k+1} = \sigma_w^2 \mathbb{E} \{ \text{cov} (\Delta \mathbf{w}_{k+1}) \} [1]$, where

$$\text{cov} [\Delta \mathbf{w}_{k+1}] = \mathbb{E} \{ [\Delta \mathbf{w}_{k+1}] \}$$

$$= \mathbb{E} \left[ \left( I - \mu N_k \mathbf{A}_{\mathbf{L}(k)} \mathbf{x}_k \mathbf{x}_k^T \right) \Delta \mathbf{w}_k \right]$$

$$= \mu^2 N_k \mathbb{E} \left[ \mathbf{A}_{\mathbf{L}(k)} \mathbf{x}_k \mathbf{x}_k^T \right] \Delta \mathbf{w}_k \mathbb{E} \left[ \mathbf{A}_{\mathbf{L}(k)} \mathbf{x}_k \mathbf{x}_k^T \right]^T$$

$$+ \mu N_k \mathbb{E} \left[ \mathbf{A}_{\mathbf{L}(k)} \mathbf{x}_k \mathbf{x}_k^T \right] \Delta \mathbf{w}_k \mathbb{E} \left[ \mathbf{A}_{\mathbf{L}(k)} \mathbf{x}_k \mathbf{x}_k^T \right]^T$$

$$= \mu^2 N_k \mathbb{E} \left[ \mathbf{A}_{\mathbf{L}(k)} \mathbf{x}_k \mathbf{x}_k^T \right] \Delta \mathbf{w}_k \mathbb{E} \left[ \mathbf{A}_{\mathbf{L}(k)} \mathbf{x}_k \mathbf{x}_k^T \right]^T$$

$$- \mu \mathbb{E} \left[ \mathbf{A}_{\mathbf{L}(k)} \mathbf{x}_k \mathbf{x}_k^T \right] \mathbb{E} \left[ \mathbf{A}_{\mathbf{L}(k)} \mathbf{x}_k \mathbf{x}_k^T \right]^T$$

$$\mu^2 N_k \mathbb{E} \left[ \mathbf{A}_{\mathbf{L}(k)} \mathbf{x}_k \mathbf{x}_k^T \right] \Delta \mathbf{w}_k \mathbb{E} \left[ \mathbf{A}_{\mathbf{L}(k)} \mathbf{x}_k \mathbf{x}_k^T \right]^T$$

Let us analyze each term separately:

$$\psi_1 = \sigma_w^2 \mathbb{E} \left\{ \mathbf{A}_{\mathbf{L}(k)} \mathbf{x}_k \mathbf{x}_k^T | \Delta \mathbf{w}_k, \Delta \mathbf{w}_k^T \right\} = \Delta \xi_k$$

$$\psi_2 = \sigma_w^2 \mathbb{E} \left\{ \mathbf{A}_{\mathbf{L}(k)} \mathbf{x}_k \mathbf{x}_k^T | \Delta \mathbf{w}_k, \Delta \mathbf{w}_k^T \right\}$$

$$= \sigma_w^2 \mathbb{E} \left\{ \mathbf{A}_{\mathbf{L}(k)} \mathbf{x}_k \mathbf{x}_k^T | \Delta \mathbf{w}_k, \Delta \mathbf{w}_k^T \right\}$$

$$= \sigma_w^2 \mathbb{E} \left\{ \mathbf{A}_{\mathbf{L}(k)} \mathbf{x}_k \mathbf{x}_k^T | \Delta \mathbf{w}_k, \Delta \mathbf{w}_k^T \right\}$$

where we used Equation (6). Since $\mathbb{E} \{ \mathbf{A} \mathbf{B} \} = \mathbb{E} \{ \mathbf{B} \mathbf{A} \}$ we will have $\psi_2 = \psi_3$.

$$\psi_4 = \sigma_w^2 \mu^2 \mathbb{E} \left\{ \mathbf{A}_{\mathbf{L}(k)} \mathbf{x}_k \mathbf{x}_k^T \Delta \mathbf{w}_k \mathbf{A}_{\mathbf{L}(k)} \mathbf{x}_k \mathbf{x}_k^T \Delta \mathbf{w}_k \right\}$$

Finally, we obtain the expression for the excess MSE

$$\Delta \xi_{k+1} \approx \psi_1 - \psi_2 - \psi_3 + \psi_4 + \psi_5$$

$$= \left\{ 1 - \frac{\mu}{N + 1} \left( 2 \frac{\mathbb{E} \{ r_k \}}{\mathbb{E} \{ r_k \}} - \mu \mathbb{E} \left[ \frac{r_k^2}{\mathbb{E} \{ r_k \}^2} \right] \right) \right\} \Delta \xi_k$$

which can be approximated as

$$\Delta \xi_{k+1} \approx \left\{ 1 - \frac{\mu}{N + 1} \left( 2 - \mu \mathbb{E} \left[ \frac{r_k^2}{\mathbb{E} \{ r_k \}^2} \right] \right) \right\} \Delta \xi_k$$

$$+ \mu^2 \sigma_w^2 \sigma_n \mathbb{E} \left[ \frac{1}{\mathbb{E} \{ r_k \}^2} \right]$$

where the conservative approximation $\mathbb{E} \{ r_k \} \approx 1$ was used. The stability region in the mean-squared sense for $\mu$ is

$$0 < \mu < \frac{2}{\mathbb{E} \{ r_k \}^2}$$
where the step size $\mu = 1/E \left[ \frac{\mu^2}{x_k^2} \right]$ yields maximum reduction of $\Delta \xi_k$ in (7). Further simplifications with $E \left[ \frac{\mu^2}{x_k^2} \right] \approx \frac{\mu^2}{E[x_k^2]}$ give us

$$0 < \mu < \frac{2E \left[ r_k^2 \right]}{(N + 1)\sigma^2}$$

(9)

where $E \left[ r_k^2 \right] = (N + 1)\sigma^2$ and $E \left[ r_k^2 \right]$ can be calculated using knowledge of $L$ and $N$ using order statistics (see also Appendix II). A more pessimistic bound can be obtained by using the relation $E \left[ r_k^2 \right] \geq L\sigma^2$ (see Appendix II) giving

$$0 < \mu < 2 \cdot \frac{L}{N + 1}$$

(10)

which corresponds to the bound given in [8]. We stress that the analysis presented in this appendix shows that step sizes larger than the ones indicated by Equation (10) may be used according to Equation (9).

For $k \rightarrow \infty$ we have

$$\Delta \xi_{exc} \approx (N + 1) \frac{\mu \sigma^2 \sigma^2}{2 - \mu E \left[ \frac{\mu^2}{x_k^2} \right]} E \left[ \frac{1}{r_k^2} \right]$$

$$\approx (N + 1) \frac{\mu \sigma^2 \sigma^2}{2E \left[ r_k^2 \right] - \mu E \left[ r_k^2 \right]}$$

$$= (N + 1) \frac{\mu \sigma^2 \sigma^2}{2E \left[ r_k^2 \right] - \mu (N + 1)\sigma^2}$$

APPENDIX II

In this Appendix it is shown how to obtain numerically $E \left[ r_k^2 \right]$ used in the step size bound derived in Appendix I. In addition, a lower bound on $E \left[ r_k^2 \right]$ is provided. This parameter was also required in the analysis of the M-Max NLMS algorithm [4], which used the approach as presented here.

The basic problem here is to calculate the second moment of ordered statistics. This problem has received much attention in the past, see, e.g., [14]–[16], where recursion formulas and tables were produced for expected values and moments of ordered statistics for various different distributions.

Let $y = [y_1, y_2, \ldots, y_{N+1}]^T$ be a vector containing the elements of vector $x_k = [x_k \ x_{k-1} \ \ldots \ x_{k-N}]^T$ ordered in value, i.e. $y_1 \leq y_2 \leq \ldots \leq y_j \leq \ldots \leq y_{N+1}$. The probability density function $f_j(y)$ of the $j$th element in $y$ is given by [17]

$$f_j(y) = \frac{(N + 1)!F_{x_j}^{-1}(y)(1 - F_{x_j}(y))^{N + 1 - j} f_x(y)}{(j - 1)!(N + 1 - j)!}$$

where $f_x(x)$ is the density of the unsorted random variables in vector $x_k$ and $F_{x_j}^{-1}(x)$ is their cumulative distribution to the power of $j - 1$. The second moment of the $j$th element is given by

$$E \left[ y_j^2 \right] = \int_{-\infty}^{\infty} y_j^2 f_j(y)dy$$

$$= \frac{(N + 1)!}{(j - 1)!(N + 1 - j)!} \times\int_{-\infty}^{\infty} y^2 F_{x_j}^{-1}(y) [1 - F_{x_j}(y)]^{N + 1 - j} f_x(y) dy$$

(11)

The PU-NLMS algorithm chooses the $L$ elements in $x_k$ of largest magnitude. Therefore, if we order the values in $x_k$ in magnitude their second moments can be found by evaluating (11) for $j = N + 2 - L, \ldots, N + 1$. For the case of Gaussian input signals and using the cumulative distribution and density functions for the magnitude of a Gaussian variable, we have

$$F_x(y) = \{2\Phi_x(y) - 1\} \text{ for } y \geq 0$$

(12)

and

$$f_x(y) = \{2\phi_x(y)\} \text{ for } y \geq 0$$

(13)

where $\Phi_x(y)$ and $\phi_x(y)$ are the cumulative distribution function and the density function, respectively, of a Gaussian variable. The density function $f_x(y)$ in (13) is in fact the probability density function for a random variable from a chi-distribution with one degree of freedom. The problem of calculating moments of order statistics in samples from the chi-distribution (1 degree of freedom) was considered in [16], where a recursion formula was developed. The quantity $E \left[ r_k^2 \right]$ is given by

$$E \left[ r_k^2 \right] = \sum_{j=\text{N+2}-L}^{N+1} \frac{2(N + 1)!}{(j - 1)!(N + 1 - j)!} \times\int_{-\infty}^{\infty} y^2 (2\Phi_x(y) - 1)^{-j - 1} (2 - 2\Phi_x(y))^{N+1-j} \phi_x(y) dy$$

which for given $N$ and $L$ can be evaluated numerically.

With the aid of the previous results we are able to calculate bounds for $E[r_k^2]$, as stated in the following lemma.

Lemma 1. If the input signal $x_k$ is Gaussian with zero mean and variance $\sigma^2$, then $E[r_k^2] = \sum_{j=\text{N+2}-L}^{N+1} E[y_j^2]$, where $L \leq N + 1$, is bounded as follows:

$$L\sigma^2 \leq E[r_k^2] \leq (N + 1)\sigma^2$$

with equality iff $L = N + 1$.

Proof: In the proof we need the following relations

$$E[y_1^2] \leq E[y_2^2] \leq \cdots \leq E[y_j^2] \leq \cdots \leq E[y_{N+1}^2]$$

(14)

$$\sum_{k=1}^{N+1} E[y_k^2] = (N + 1)E[x_k^2]$$

(15)

$$E[y_1^2] < \sigma^2$$

(16)

Relation (14) holds true by definition, and (15) holds true for an arbitrary distribution for which the integral in (11) con-
where we used \( \sum_{k=0}^{N} \binom{N}{k} p^k q^{N-k} = (p + q)^N \). The relation (16) can be shown for Gaussian input signals by evaluating (11) for \( j = 1 \) with \( F_x(y) \) and \( f_x(y) \) given by Equations (12) and (13):

\[
E[y_j^2] = \int_0^\infty 2(1 + N) \int_0^\infty 2(1 + N) y^2 \left[ 2 - 2 \Phi_x(y) \right]^N \phi_x(p \phi_x(y) \, dy
\]

\[
\leq \int_0^\infty 2(1 + N) y^2 \left( \frac{1}{2} e^{-\frac{y^2}{2\sigma_x^2}} \right)^N \frac{1}{2\pi \sigma_x^2} e^{-\frac{y^2}{2\sigma_x^2}} \, dy
\]

\[
= \int_0^\infty 2(1 + N) y^2 \frac{1}{2\pi \sigma_x^2} e^{-\frac{(y+1)^2}{2\sigma_x^2}} \, dy
\]

\[
= \frac{\sigma_x^2}{\sqrt{N + 1}} < \sigma_x^2 \text{ for } N > 0.
\]

where we used \( 1 - \Phi_x(y) \leq \frac{1}{\sqrt{2\pi}} e^{-\frac{y^2}{2\sigma_x^2}} \) for \( y \geq 0 \) [17], and 

\[
\int_0^\infty y^2 e^{-\alpha y^2} \, dy = \frac{1}{2\sqrt{\pi}} \alpha^{-\frac{3}{2}}. \]

From relations (14) and (16) it follows that 

\[
\sigma_x^2 \leq \frac{1}{L} \leq \frac{1}{(N + 1)} \sigma_x^2 \text{ holds true for } L \leq N + 1.
\]

Relation (16) gives us strict inequality for \( L < N + 1 \) when \( N > 0 \), and consequently equality holds true only when \( L = N + 1 \). \( \square \)
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