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A Two-State Markovian Queueing Model to
Describe Handoff Behavior of a VBR Connection in

a Wireless ATM Network
Chih-Yang Tsai and Jin-Fu Chang

Abstract— Handoff behavior induced by user mobility is a unique phe-
nomenon existing in wireless mobile communication networks. A connec-
tion once established may have to undergo a number of handoffs before
it is hung up or dropped. A two-state Markovian queueing model is con-
structed in this paper to understand the performance of a VBR call in a
wireless ATM network when handoffs are taken into consideration. The
performance measures examined are the mean and jitter of an ATM cell.
The model is extended to tri-state if call termination due to handoff failure
is further incorporated in the model.

I. I NTRODUCTION

�
OST of us have witnessed in just the past few years how
the booming wireless communication service have fastly

penetrated to impact and enrich our works and lives. Internet in
the air shall soon become a reality. It is not the purpose of this
section of our paper to review the progress and the advancement
of this rapidly growing wireless communication technology and
project where it should be pushed forward. Rather we shall con-
centrate on one technical issue that is not only crucial but also
unique in this new communication paradigm. That is the hand-
off phenomenon due to user mobility in a wireless mobile com-
munication network.

Handoff has traditionally been divided into two basic types.
Hard handoff are frequently employed in FDMA (frequency di-
vision multiple access) and TDMA (time division multiple ac-
cess) while soft handoffs are oriented for the CDMA (code divi-
sion multiple access) systems.

Handoff issue has so far attracted considerable attention.Past
works on handoff include [1]-[15] to treat problems such as user
mobility models, traffic model, signalling scheme, adptation to
the TCP/IP or ATM networks, bandwidth provisioning , and etc.

The asynchronous transfer mode (ATM) has been in recent
years a mainstream technique to support broadband integrated
servcies. In this integrated environment services are divided into
the following four types according to their QoS (quality of ser-
vice) requirement : constant bit rate (CBR), variable bit rate
(VBR), available bit rate (ABR) and unspecified bit rate (UBR).
With the emergence of wireless technology, the extension of the
ATM to the mobile domain is now dubbed the wireless ATM
(WATM). This is why there have been also papers (e.g. [4], [7],
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Fig. 1. A two state user mobility model.

[16]-[17]) to look into the handoff problems in the ATM envi-
ronment. In this paper we elect to examine the behavior of a
VBR connection that may encounter in its entire course of com-
munication a random number of handoffs. Our main interest lies
in the delay performance, including mean and variance, of the
VBR connection.

When travelling in a cell, a VBR source is permitted to
transmit at a rate coordinated through a medium access control
(MAC) protocol. While moving from one cell to a neighboring
cell, the VBR source may be temporarily blocked from transmit-
ting in the course of a hard handoff or maybe still transmitting at
a lower rate during a soft handoff. It is the purpose of this paper
to understand the delay performance of a VBR connection when
taken the handoff behavior of either kind into account.

To reflect user mobility, we introduce the following 2�2 mo-
bility matrix M, and represent it graphically in Fig. 1. In this
figure, 0 and 1 are used to represent�handoff� and�residence�
state, respectively.
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� �� �

�
�

In this paper we assume a frame-based MAC protocol for the
coordination of channel access among different users. TDMA is
such a typical frame-based protocol. For frame-based protocols,
we further assume that state change occurs only at frame bound-
aries. In other words, cell residence and handoff transition time
are both geometrically distributed. State change at frame bound-
aries is well justified since resource allocation is also handled on
the frame-by-frame basis.

The rest of this paper is organized as follows. Sec. II treats
the hard handoff problem while soft handoff problem is dealt in
Sec. III. A two-state Markovian model is used to describe the
behavior of a VBR connection from call set-up till termination.
In Sec. IV we also consider the situation when call termination
due to handoff failure occurs. Finally , concluding remarks are
given in Sec. V.



International Telecommunications Symposium – ITS2002, Natal, Brazil

II. H ARD HANDOFF

To understand the effect of hard handoff on the uplink delay
performance of a VBR connection, we examine the queueing
behavior of the connection at frame boundaries. To this end,
Fig.1 can be employed to model a server with interrupted ser-
vices caused by handoff. When the server comes to state 1 ( i.e.
, the mobile is in residence state), the server serves the queues
at a constant rate, i.e., a fixed number of packets/cells are trans-
mitted during each frame as long as the mobile remains in the
residence state. The problem regarding how many packets can
be sent per frame is decided when the connection is established.

In this paper, we focus on this scenario of fixed rate of service.
When the mobile begins to undertake a handoff procedure (i.e.,
when the mobile switches to state 0 from state 1 ) , the service
is temporarily halted.

To tackle this problem, we proceed in three phases. First, we
acquire the queue length of the VBR connection at the begin-
ning of a frame. Second, using the queue lengths obtained in
phase 1 we obtain the queue length at the arrival instant of a
representative cell whose delay we wish to find. Third, based
on the queue length at the arrival instant of a cell, we analyse its
delay behavior.

A. Phase 1: Queue length at frame boundaries

For the VBR connection we are examining, we use�� to
denote the queue length , i.e., number of packets or cells, of the
VBR connection at the beginning of the n-th frame. Likewise,
we use�� and�� to denote the number of cells that have arrived
and departed respectively, in the n-th frame.Then

���� � ��� ��� � ���
�� (1)

where (x)�= x if x � �, and 0 if x�0.
To deterrmine the steady-state statictics of� , we need

to first find the transition probability from���� 	�� 
�� to
������ 	���� 
���� where	� and
� are used to denote the
server state and the phase of the two-state MMPP arrival pro-
cess, respectively.

When	� � � then�� � � ( the number of time slots ap-
propriated for the VBR connection when it was admitted) and
�� � � when	� � �. The transition probability	
 ������� �
���� 	��� � ����� 
��� � ������� � �� 	� � ��� 
� �
��� can be obtained in a straight-forward manner and is sum-
merized in [18].

After the individual transition probabilities are obtained, we
place them into an M/G/1 type transition matrix� � �� �� �of the
following form�

�������������
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so that the algorithmic approach developed in [19] [20] can be
employed to find	
 ���� � � at steady state and its moments.

A.1 Phase 2: Queue length at the time of arrival of a cell

Let the time of arrival of an arbitrary cell be� such that� �
��� �� �, where�� is the length of a frame.

We use����� to denote the PGF (probability generating func-
tion ) of queue length distribution at time�. Then

����� � ���� ������ �� (3)

where����� �� tells the number of cells that have arrived ahead
of the cell we are examining.

Due to a two-state MMPP [21]

����� �� � ����� ��� ������ (4)

where

� �

	
��� ��
�� ���



� ��� � �

	
�� �
� ��




are the parameter matrices of the two-state MMPP.
Since a cell may arrive at any time within a frame randomly,

we may obtain the z-transform of�� , the queue length at any
arbitary cell arrival point, as follows,

����� �
�

��

� 	�

�

����� �� �
�

��

� 	�

�

���� ������ �� ���

(5)
The first and second moment of��, i.e ������ and ������, can

be found through the technique developed in the MMPP cook-
book[21], and details can be found.
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Fig. 2. A snapshot to illustrate the decomposition of cell delay.

B. Phase: 3 Delay decomposition

We use Fig. 2 to illustrate how the delay of a cell is accounted.
In the treatment of delay analysis, we assume like many other
studies that a cell can commence its transmission no sooner than
the beginning of the next frame after the arrival of this cell has
occured.

In Fig. 2 we show the actual arrival and departure time of a
cell whose delay we wish to investigate. Since a cell may arrive
at any time within a frame and its departure may also occur any-
where within a later frame, we may very well restrict the arrival
and departure of this cell to occur at the end of the frame of ac-
tual arrival and departure for the purpose of delay calculation.
For this, we also show the virtual arrival and departure time of
the cell in Fig. 2.

Having paved the way, the delay of the cell we are examining
becomes tangible. Upon the arrival of this cell, it sees�� cells
of (5) already ahead. Let us call a frame within which the VBR
connection may send up to� cells an ON frame.On the contrary,
if the VBR conection is blocked from transmitting cells due to
handoff, then that frame is an OFF frame.

The �� � � cells shall consume a total of� �
� �� � �� � �

��
ON frames where��� is the smallest integer

larger than or equal to.
As shown in Fig. 2 two ON frames maybe separated by zero,

one, two, or� � � OFF/handoff frames. That is, the gap between
two ON frames could be of length zero, one, two, ... frames.
We use the random variable G to denote the size of a gap, i.e.,
� � �� �� �� � � � From the model in Fig. 1 we have

	
 ���� � �� � �� �� �� � � �� (6)

and
	
 ���� � �� � ����� ��
��� �� � � �� (7)

with PGF

���� �
��� ����� �� � ��

��� �� � ��
�

We use D to denote the delay of the cell we are examining,
then

 � ��� ���� ����!"�� (8)

The following result has been obtained in [22]

����� � ��
�� ��

�� ����
�

����
���

#� ���#���

�� #��
� (9)

where
# � �����$���

From the above equation we further obtain
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(11)
Using (6)-(11), we can obtain the mean and variance of delay

described in (8).
Let us show some numerical examples using the result we

have obtained so far. We consider a TDMA system in which
each frame contains 50 time slots that collectively last 20 ms.

Let the VBR soure be modeled by a two-state MMPP having
the following parameter matrices

� �

	
������� ������
������ �������



�� �

	
��� �
� ���



�

This corresponds to an average cell generation rate of�� �
$� � ������ ���������� ����	 � ���� cells/slot. This VBR
source has a burstiness of�������� � �, that resembles a video
signal[23].

Table 1 gives three (a,b) pairs of Fig. 1 to be used in our
numericals to reflect three different kinds of mobility.

TABLE I

THREE TYPES OF MOBILITY.

mobility a b
slow 0.0002 0.2

medium 0.002 0.2
fast 0.2 0.2

Under the same value of b =0.2, take a = 0.002 as an example.
This corresponds to that a handoff occurs on the average of every
500 frames or 10 sec.

If cells are of size 10 to 100 meters, then mobiles move at a
speed of 1m/sec to 10 m/sec and is considered “slow”. That b =
0.2 says every handoff takes an average of 5 frames or 100ms to
complete.

Fig. 3 plots delay mean and variance versus utilization/load
for the three types of mobility specified in Table1. Here utiliza-
tion is defined to be�� � �� ��. We wish to point out that the
accuracy of these results have been verified by computer sim-
ulations. In Fig. 3 we also plot an additional case with zero
mobility. The trend that both mean and varianve increase as uti-
lization grows is reasonable. We further observe that among the
four cases, fast mobility exhibits the largest mean and variance,
than medium , slow and zero mobility. As a matter of fact, the
results of slow and zero mobility almost coincide.
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Fig. 3. Packet mean delay and delay variance with different mobility parameter
sets.

III. SOFT HANDOFF

Refer to Fig. 1 again, a mobile now may still transmit at a
nonzero rate during handoff. Let�� and�� be the rate that the
mobile transmits at state 0 and 1, respectively, of Fig 1.

It is reasonable to assume that�� � �� � ��Clearly, the prob-
lem we treated in Sec. 2 is a special case of the problem here
with �� � � and�� � �.

Phases 1 and 2 of our previous analysis in Sec. 2 can be ex-
tended in a straightforward manner. For example,�� in (1) now
becomes�� or ��. But phase 3 becomes a lot more complicated
. We shall in the following present only phase 3.

In Sec. 2, frames are divided into two kinds: ON and OFF.
But here we divide them into simply 0 and 1 with rate�� and
��. Suppose�� � � cells are to be sent in�� 0-frames and��1-
frames, then � �� � ��frmaes and��, �� must satisfy

�� � �� � �� � �� � �� � ����&!�

but

��� � �� � �� � �� � �� � �� � ����&!� (12)

if the last frame is a 0-frame; and

�� � �� � ��� � �� � �� ' �� � ����&!� (13)

if the last frame is a 1-frame.

The (��, ��) problem we posted in the above is a difficult
combinational problem. We proceed here with an alternative
approximation. We employ the model we used in Sec. 2 with
� � �� ����� ���������� and use the results we obtained there
to find the cell mean delay and delay variance. The accuracy is
well supported by the computer simulations we have conducted
in [18].

Regarding numerical examples we use again the system we
employed in Sec 2 and compare the difference between hard and
soft handoff. Figs. 4-6 show delay mean and variance versus
utilization for the slow, medium, and fast mobility specified in
Table 1. In these figures, we observe the reasonable result that
soft handoff outperforms hard handoff and the difference widens
as mobility increases.
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Fig. 4. Packet mean delay and delay variance comparisons of hard handoff and
soft handoff with fast mobility.

IV. H ANODFF FAILURE

It is a well recognized fact that a mobile wireless call maybe
terminated due to handoff failure. To reflect this fact, the 2-state
model is expanded to a 3-state model in Fig. 7.

In Fig. 7(a) the handoff failure state represented by�� is an
absorption state, so that the transition from handoff state� to
�� represents a call termination. But what happens in practice
is when a call has not been completed, the subscriber normally
redials to get a new connection. This is represented by the state
transition diagram in Fig 7(b). In this paper we investigate the
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Fig. 5. Packet mean delay and delay variance comparisons of hard handoff and
soft handoff with medium mobility.

situation that corresponds to Fig. 7(b).
Although the mobility model is now changed to three states.

The analysis resembles Sec.2 and 3. Thus we shall present only
a numerical example that uses the same set of parameters. The
result is now plotted in Fig. 8. In this figure, we consider two
handoff failure probabilities���� and����. We also include the
result of no handoff failure in Fig. 8. First, we observe that no
handoff failure exhibits the best performance among these three
curves. Second, a handoff failure probability of���� behaves
nearly as no handoff failure. This is also reasonable. Third ,
only when the handoff failure probability gets to the order of
���� we start to see a noticeable difference.

V. CONCLUSION

We have in this paper employed a 2-state or 3-state mobility
model to understand the effect of handoff on the delay perfor-
mance of a VBR call in a WATM environment. We use a 2-
state MMPP to describe the traffic generated by the VBR source.
Three kinds of mobility - slow, medium, fast are considered in
numerical experiments. In both hard handoff and soft handoff
slow mobility exhibits the best performance, i.e., smallest delay
mean and varianve, then medium and fast. Soft handoff is seen
to perform better than hard handoff. When handoff failure is
taken into consideration, then performanve is deteriorated from

packet mean delay, slow mobility
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Fig. 6. Packet mean delay and delay variance comparisons of hard handoff and
soft handoff with slow mobility.

hard handoff. But performance degradation can be negleted if
handoff failure probability does not exceed����.

The analysis in this section can be extended to other types
of traffic, e. g. , CBR. The only difference is the model to
describe the traffic source. Although our analysis is conducted
for the uplink, delay behavior on the downlink may be similarly
treated.
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Fig. 8. (Packet mean delay and delay variance with different call failure proba-
bility in soft handoff with medium mobility.


