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Abstract— Consumption of immersive audio content, e.g., via
binaural reproduction through headphones, has increased over
time. However, objective models that allow classifying audio
systems through human perception are still poorly researched.
Therefore, this study aims to evaluate the change in emotional
state caused by immersive musical content. The evaluation was
conducted subjectively, using a Mean Opinion Score - MOS model
and objectively, by classifying the subjects’ facial reaction with a
Convolutional Neural Network, based on the VGG-16. The results
obtained are favorable to the expected objectives, and may serve
as a trigger for further studies.
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I. INTRODUCTION

Among the various existing definitions, music can be under-
stood as the art and science of combining sounds in a pleasant
way. It is believed that it arose when human beings began
to organize themselves into tribes on the African continent
around 50,000 years ago, from then on, it became part of
human history. [13].

However, despite being present in everyday human life
since the most remote antiquity, it was only in 1877 that the
hypothesis of commercialization of sounds arose through an
invention of Thomas Edison, the phonograph. Despite having
a low quality of sound reproduction, it promoted a noticeable
impact on the form of music consumption, giving rise to the
phonographic industry. [10].

The music industry is always looking for improvements
capable of adding value to the final artistic product, not
only assimilating the emergence of modern technologies, but
also encouraging their constant development. Therefore, the
latest technological innovations experienced by the modern
world and provided by the advent of electronics contributed
to changing the systems and techniques of sound reproduction
radically. [15].

Currently, there are several techniques available for sound
reproduction, which were developed with the aim of creat-
ing more realistic audio reproduction systems, i.e., systems
capable of reproducing the spatial characteristics of sound
and, thus, meeting the needs of various modern applications,
among which stand out those that encompass virtual reality
technology [5], [11], [20].

The spatial sound reproduction itself can be performed using
headphones or loudspeakers. If more than two loudspeakers
are used, they can be driven in such a way as to recreate
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spatial impressions in a particular region of space. This area,
usually in the center of the array, is called Sweet Spot.

Regarding spatial sound reproduction via headphones, it
seeks to recreate spatial impression by presenting the listener
with monaural and interaural cues, both Interaural Level Dif-
ference (ILD) and Interaural Time Difference (ITD). Binaural
signals can be either captured with the aid of a recording man-
nequin or synthesized with the aid of a dataset of Head-related
Transfer Functions (HRTFs) [12]. Another way to position
virtual sources is via stereophonic techniques, presenting a
correlated signal with different amplitude gains or temporal
delays for each ear, resulting in a lateralization of the phantom
source [16].

Audio quality presents a multidimensional concept and can
be treated in different domains: physical, sensory, and/or af-
fective, according to the application of interest and the context
to be analyzed [8]. In this sense, it is hypothesized that sound
stimuli reproduced by different modes of sound reproduction
via headphones can generate a change in the individual’s
emotional state. The conceptual basis of this experiment is
the field known as Affective Computing applied with Machine
Learning techniques.

The emerging field of affective computing (AC) has been
working on machines that automatically measure affective
states for two decades. [14] defines AC as computing that
involves or arises from human emotion, and says that it is an
interdisciplinary field that integrates affective and computa-
tional sciences. AC contributes to affective science because of
its advanced emphasis on detection, computational modeling,
scalable objective measures, and real-world applications [6].
Therefore, the AC approach is conceptually grounded in
affective science, in the studies of psychophysiology and non-
verbal behavior. Its computational foundation lies in digital
signal processing [19] and machine learning [4].

Thus, it is expected that this work will serve as a trigger
for future research on the development of objective methods
to evaluate sound systems that provide sound immersion. It is
timely that these methods are based on human perception.

Finally, to validate this statement, an experiment was devel-
oped involving volunteers in a suitable environment for this
purpose. All participants signed an Informed Consent Term
(ICF), and the research was approved by the Ethics Committee
(CEP-3743451). In this report, we describe the details of the
development of the work, the algorithm used for such analysis,
the results, and future work possibilities.
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II. FUNDAMENTALS

It is essential for the understanding and future reproduction
of this work to present a brief review of the database and the
machine learning algorithm used for this work.

A. Database for modeling

When working with machine learning models, one of the
most crucial aspects that influence the quality of the trained
algorithm is the proper choice of the database to be used, better
known as a dataset.

The Cohn-Kanade Extended (CK+) dataset [9] is commonly
and widely used when it comes to dealing with facial expres-
sions in images and videos [21]. The CK+ database contains
593 video sequences from a total of 123 different subjects,
ranging from 18 to 50 years of age, with a variety of genders
and heritage. Each video shows a facial shift from the neutral
expression to a targeted peak expression — one of Ekman’s
six emotions. Figure 1 illustrates the progression of emotion
along with the progression of video frames.

Fig. 1
VIDEO PROGRESSION OF AN ACTOR SKETCHING THE EMOTION OF

SURPRISE.

B. Modeling using Convolutional Neural Networks (CNN)

Convolutional Neural Networks (CNN) is a machine learn-
ing algorithm usually used for classifying videos and images
due to its operation. This algorithm is like conventional
neural networks, where there are several layers with one or
more neurons. However, only CNNs have layers that allow
the application of filters that give importance and enhance
different patterns present in images, such as shapes, edges,
and texture [1].

The presence of two types of layers in a CNN can be
mentioned. The convolutional layer and the pooling layer.
The convolutional layer is responsible for applying filters that
enhance specific patterns. On the other hand, the pooling layer
makes the neural network invariant to distinct positions of the
object present in the image, that is, the position whose object
is arranged in the image does not affect the ranking or result
of the algorithm.

1) Convolutional Layer: The convolutional layer aims to
elaborate and apply a particular filter or kernel to the image in-
troduced in the layer. The filter is an n×m array with different
weights, which can be optimized by the convolutional neural
network to emphasize distinct parts of the image, enhancing
shapes, edges, and textures in the image. Subsequently, the

output of the convolutional layer is used as input for other
layers of the neural network architecture. Figure 2 illustrates
the convolution process in an image, represented in pixels.

Fig. 2
CONVOLUTION PROCESS IN PIXELS OF ANY IMAGE.

As can be seen in Figure 2, a 3 × 3 filter is defined,
represented by a matrix. Then, the scalar product of the filter
is performed on a 3×3 set on the image, represented in pixels
that was provided for the layer. Afterward, the filter is shifted
by one pixel and the product is computed again. The process
is repeated until all pixels are covered by the filter. [1].

2) Pooling Layer: The second type of layer found in a CNN
is the pooling layer, whose function is to avoid that the rotation
or displacement of an image influences the functioning of the
algorithm. Among the types of Pooling layers, we can mention
Max Pooling, Average Pooling, and Sum Pooling.

Figure 3 illustrates the operation of the max pooling and
average pooling layers. These layers perform the summariza-
tion of a set of pixels provided as input. The max pooling type
obtains the maximum value of a given quadrant, representing
it in just one number. On the other hand, the average pooling
type represents the average of the quadrant in a single element.

C. Mean Opinion Score - MOS

The method known as the “benchmark quality indicator” is
a popular indicator of perceived quality used in several types
of media. It can be used with a variety of approaches, both
subjective and objective. The opinion score is defined by the
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Fig. 3
TWO EXAMPLES OF POOLING APPLICATION: MAX POOLING AND

AVERAGE POOLING

International Telecommunications Union (ITU)1, as a “value
on a predefined scale that a subject assigns to his opinion about
the performance of a system”. Therefore, when averaging this
assessment, we have the well-known Mean Opinion Score
(MOS). The MOS is considered a metric to quantify the
perceived media quality, with its scale defined in five points:
excellent, good, fair, poor, and bad [18].

III. METHODOLOGY

To carry out the experiment, several steps and pro-
cedures were necessary. Initially, volunteers who attend
FEEC/UNICAMP were recruited. The set-up environment
aimed to be as neutral as possible so that the participant did
not have a deviation of attention during the tests.

Four distinct binaural audios were selected, where two of
them were songs and the other two were soundscapes captured
from famous places in big cities2. For each binaural audio, a
monophonic version of it was also generated. In possession of
the set of eight audios, an algorithm was created to randomly
select, for each test subject, the order of execution of the
audios. In parallel with the process of selection and generation
of audios, a questionnaire was delivered for the participant
to respond, for each presented audio, the following question:
"How do you feel when you listen to each of this audio?"

When being directed to sit on the chair, the participant
received a headset and was invited to sit in front of the high-
resolution camera responsible for capturing the image of their
face, as shown in Figure 4. After the reproduction of each
audio, a pause was given to allow annotation in the form.
Finally, the volunteer was required to inform the criteria used
in the subjective assessment described above.

The videos with the volunteer’s facial expressions were
cut and labeled to identify which audio it belonged to, thus
allowing an analysis to be made using computational tools.
However, when subjectively analyzing the videos, it was
noticed that the participant’s facial expression when receiving

1https://www.itu.int/
2http://urban-soundscapes.org/

Fig. 4
TESTING SCENARIO.

auditory stimuli showed only minor variation, with subtle or
non-existent movements. Because of this, the objective of the
design and modeling of the machine learning algorithm was
focused on the identification of valence, being positive, neutral,
or negative, instead of emotion.

A. Emotional Modeling

Regarding the emotional modeling related to this research,
it was initially assumed the use of 6 emotions proposed by
Ekman, being anger, joy, sadness, surprise, fear, and disgust,
since they are universally recognizable and easily interpreted
through facial expressions. [2].

However, it was analyzed through preliminary results that
audio presentation yielded insignificant variation in facial
expression, with subtle and often imperceptible movements.
In addition, there is the difficulty of identifying the emotion
of disgust in audios. Based on the problems discussed, valence
recognition was adopted instead of Ekman’s six emotions,
since it can be identified and analyzed more easily and fits
in the context of facial expressions together with audio.

B. Database

To carry out the project, the CK+ database was used.
However, it was necessary to pre-process it, since the database
provides videos categorized into six Ekman emotions, but
the objective of the work was to identify valence. Therefore,
an adaptation of the database was carried out: the first four
frames of each video were labeled as neutral, the emotion
"Joy" was labeled as positive, Surprise was disregarded, and

https://www.itu.int/
http://urban-soundscapes.org/
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all other emotions were labeled as negative, thus modeling
the categorical database (six emotions) on data classified by
valence.

C. Modeling the Convolutional Neural Network

For the modeling of the machine learning algorithm, a well-
known convolutional network (CNN) architecture was used
in the field of image classification, called VGG-16 [17]. The
primary motivation for using the VGG-16 architecture was
its high hit rate in the ImageNet database [3], reaching 90%
accuracy in labeling more than 3 million images.

Fig. 5
VGG-16 CONVOLUTIONAL NEURAL NETWORK ARCHITECTURE

Figure 5 illustrates the sequence of convolution layers,
pooling layers, and finally, dense layers. It is important to
emphasize that the parameters of the dense layers were ad-
justed for the problem addressed in this report, which consists
of identifying valence through facial images.

Finally, the videos were submitted to the computational
model using a library called Dlib [7], which identifies the
face and thus makes it possible to disregard the rest of the
image. The extracted face was sent as input to the CNN, which
returns three values as output, classified as positive, neutral,
or negative, for each frame.

IV. RESULTS

After the completion of the experiments, it is possible to
perform a brief analysis of the results obtained. Initially, the
MOS was calculated for each of the audios, thus allowing
the comparison of subjective and objective responses (result
from CNN output). Figure 6 shows how each of the audios
was subjectively analyzed by the participants and makes it
clear that the audios containing music present a better eval-
uation in relation to the audios with soundscapes. However,
as objectified by this work, a comparison between binaural
and mono reproduction is necessary, and it is noticeable that
higher values in the valence representation were obtained for
all binaural audios compared to their respective monaural
versions.

By supplying the videos as input to the algorithm modeled
in the development of this work, it was possible to obtain
three output values, labeled as positive, neutral, and negative.
These outputs are complementary, forming a total equal to
1, in other words, a probability distribution is performed for
each analyzed frame. It was defined to use the results of the
output classified as positive to perform the analysis. In the
audios with the presence of music, it is possible to identify a
difference, with the positive evaluation showing higher values
for binaural reproduction in relation to mono reproduction. In

Fig. 6
SUBJECTIVE ASSESSMENT.

the audios with soundscapes, the difference was less than 1%,
and therefore it can be considered that there was no difference
between them. Figure 7 details the analysis described.

Fig. 7
OBJECTIVE ASSESSMENT.

For both subjective and objective analysis it can be said that
binaural reproduction presents a better evaluation than mono
reproduction, which can serve as a trigger for more detailed
analysis.

V. CONCLUSIONS

This research aimed to evaluate the existence of a change in
the individual’s emotional state when presented with immer-
sive sounds. For this, a supervised machine learning algorithm
was modeled to analyze facial images, and finally, to identify
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the change in the emotional state of a volunteer when pre-
sented with immersive sound or not.

Through the analysis of the videos obtained by the ex-
periment, it can be observed that the variation of the facial
expression of an individual listening to binaural and mono
audios is minimal. Therefore, it was necessary to model the
machine learning algorithm for recognizing micro-expressions.
However, there were great difficulties finding public datasets
to perform the model training and, later, the tests.

Even not contemplating the concept of facial microexpres-
sions, the CK+ database aims at the variation of expressions,
which consists of easily detectable emotions. And, even with
this limitation, the results obtained were satisfactory.Thus, it
was possible to identify changes in the emotional state through
the tendency of binaural reproduction to have a more positive
classification than mono reproduction.

Finally, for future work, we consider two main points of
attention. One is to develop a different neural network architec-
ture, which can model the frame sequences carrying temporal
information. The other would be to use a database focused on
micro-expression in conjunction with the convolutional neural
network architecture referenced in this report.

The codes used in this work are available at
https://github.com/douglashsabreu/
CodeSBrT2022Paper, however, it is important to
note that the videos containing images of the participants
were not shared for privacy reasons.
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