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Abstract— Multi-level star is a widely adopted topology in
many telecommunication systems, including wireless and wired
networks. The optimization of this network topology, however,
is not trivial, especially in the presence of obstacles. In this
paper, we employ the well-known k-means clustering method but,
instead of using a distance metric that neglects obstacles, we use
the A* algorithm to find trajectories that allow circumventing
obstacles. To assess the feasibility of the proposed approach, we
apply it to 25 users arbitrarily located in a 20×20 uniform grid.
This example indicates that by adopting A* to find obstacle-
aware trajectories, the mean distance between the users and their
associated centroids is sensibly reduced.
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I. INTRODUCTION

Topology optimization is a problem that arises in almost
all kinds of network design, from energy distribution to
transportation systems [1], [2]. It is also a recurrent problem
in many telecommunication network designs based on either
wired or wireless links [3]–[5]. In telecommunication applica-
tions, network topology optimization does not have a general
solution due to the heterogeneity derived from the channel
characteristics and the particular optimization constraints. For
instance, in wireless systems operating in the UHF or VHF
bands, diffraction, reflection, and the relatively low attenuation
of many building materials allow transmission in not-line-of-
sight conditions [6]. On the other hand, networks employing
wired channels, such as optical fiber and coaxial cables, and
directional wireless links, including point-to-point microwave,
millimeter-wave, and optical links, require line-of-sight be-
tween the transmitter and receiver [7]. Therefore, the presence
of obstacles is particularly critical in this kind of system, which
is attracting increasing attention because millimeter and free-
space optical systems have been proposed for some operation
modes of 5G and 6G systems [8], [9]. In addition, networks
may rely on different topologies, for instance, ring, star, and
bus, or on their combination in multiple levels [10]. Multi-
level star topology is particularly widely used in both wired
and wireless networks since it tends to lead to shorter installed
cable/fiber compared to other approaches and reduces the
distance between nodes in wireless systems [11].
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Different techniques have been proposed to address the
optimization of star topology. Many initial proposals relied
on Lagrangian relaxation or some of its derivatives [12]. Most
of these solutions, however, pose serious challenges when they
scale up to a large number of nodes [13]. In order to overcome
this scalability issue, the k-means clustering technique is
particularly interesting [14]. k-means may consider different
distances. The most adopted distances are the Euclidean and
the Manhattan distance, which are valid in many applications
but cannot account for the presence of obstacles. Therefore,
employing traditional distance metrics, k-means may lead to
a suboptimal topology.

In this work, we address the problem of clustering in the
presence of obstacles by integrating k-means with the A*
algorithm, which is used to find routes and distances between
two positions in a scenario considering obstacles. The A*
algorithm was chosen as the metric because it does not result
in deadlocks, such as bug algorithms [15], and it is more
efficient than Dijkstra [16]. As a proof of concept, we applied
the proposed approach to a simple scenario formed by a grid
of 20×20 grid where 25 users have been arbitrarily scattered.
This case indicates that considering trajectories computed
throughout the A* algorithms, the average distance from the
users to their respective centroids is significantly reduced.
The rest of the paper is organized as follows: in Section II,
we overview the basics of k-means, the A* algorithm, and
their integration. The results are presented and discussed
in Section III. Finally, in Section IV, the most important
conclusions are drawn, and some future work is envisaged.

II. INTEGRATION OF K-MEANS AND A*

In this section, we first briefly explain the k-means cluster-
ing method and the A* algorithm. Afterward, we describe a
possible integration solution.

A. k-means

k-means is a popular clustering method that aims to partition
N data points into k clusters. Each cluster is identified by
its mass center, denominated centroid, and the elements are
assigned to the cluster with the closest centroid. Finding the
position of the centroids that minimize the sum of the distances
from the centroids to the elements of the cluster is an NP
optimization problem that can be mathematically formulated



XL SIMPÓSIO BRASILEIRO DE TELECOMUNICAÇÕES E PROCESSAMENTO DE SINAIS - SBrT 2022, 25–28 DE SETEMBRO DE 2022, Santa Rita do Sapucaí, MG

as [17]:

argmin
µi

k∑
i=1

∑
xj∈Si

d{xj , µi}, (1)

where µi is the position of the centroid of the Si cluster and
d{xj , µi} is the distance between the xj data point and the
centroid µi.

Among the algorithms developed to resolve this optimiza-
tion problem, Lloyd’s algorithm is the widest adopted [17].
Lloyd’s algorithm is composed of the following steps:

1) The position of each centroid is initialized either ran-
domly or by applying some smarter initialization algo-
rithm, such as k-means++ [18].

2) Iterate until the positions of the centroids do not change:
a) Assign each element to the cluster with the closest

centroid.
b) Recompute the position of each centroid by finding

the point that minimizes the distance to all the
points assigned to this centroid.

When the adopted distance metric is Manhattan or Euclidean
(L1 and L2 distances, respectively), Step 2.b. is generally
accomplished by simply calculating the vectorial average
values of the positions of the elements of the cluster. However,
for more general distance metrics, this shortcut is not valid
anymore.

B. A* algorithm

A* is a heuristic path finding algorithm developed by Peter
Hart, Nils Nilsson, and Bertram Raphael, which is employed
in many applications where scenarios with obstacles are
present [19]. This algorithm can be considered as a heuristic
version of the well-known Dijkstra’s algorithm, thus generally
leading to a lower complexity [20]. To find the shortest path
between initial and final nodes, we split the scenario into a
rectangular uniform grid. A* then explores the intermediate
nodes of the grid employing a heuristic cost function given
by:

f(n) = g(n) + h(n), (2)

where g(n) and h(n) are the cost from the initial node to n
and a heuristic estimate of the cost from n to the final goal,
respectively. To control the visited intermediate nodes, two
different lists are implemented: an open node list and a closed
node list. The algorithm stops when the final node is reached.
Once the path between the initial and final nodes is found, the
distance between the elements can be easily computed. For
simplicity, we will denominate this distance as A* distance.

C. Integration of k-means and A*

To perform clustering in environments with obstacles, the
distance metric used in Step 2 should account for valid paths,
which can be found via A*. Step 2.a is relatively straightfor-
ward since it is only necessary to calculate the A* distance
from each element to all the centroids and select the centroid
with the shortest computed distance. Step 2.b, on the other
hand, is not so trivial since, as mentioned, the position that
minimizes the distance to all the cluster elements cannot be
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Fig. 1. Flow diagram for integrating A* distance metric into k-means
clustering algorithm.

computed by averaging the position in the two axes. In order
to find the updated position of a certain centroid, an extensive
search can be adopted. This approach, although intuitive, may
result in multiple path-finding requests, many of which can be
repetitive. A possible solution to this issue is to precompute
an A* distance matrix that stores the distance (considering the
obstacles) between each pair of possible nodes in the scenario.
It is important to note that even if the computation of this
matrix may result in time-consuming, its implementation is
highly parallelizable. The flow diagram of the integration of
A* distance and k-means is depicted in Fig. 1.

III. RESULTS

In this section, we test the correct operation of the A*
algorithm. and its application to find the centroid of a group of
nodes. Then, we applied the combination of k-means and A* to
a simple scenario with an arbitrary shape obstacle (represented
in white) and 25 scattered users.

A. Operation of A*

First, we tested the operation of the A* algorithm by
selecting four pairs of points formed by initial and final points.
The results are shown in Fig. 2. For each pair, the initial and
final nodes are identified with light green and red markers,
respectively, whereas the path found using the A* algorithm
is represented in white. As can be seen, the path connecting
the initial and final nodes indeed circumvents the obstacles. In
Fig. 2, we also included a colormap showing the A* distance
between the initial point and all the nodes in the grid, showing
that the computed distance is strongly affected by the presence
of obstacles. Therefore, as expected, two geometrically close
points may present a large distance if their positions are the
two sides of an obstacle. This can be clearly appreciated, for
instance, in Fig. 2(b). This initial analysis shows that the A*
algorithm operated correctly.

B. Calculation of the centroid of a set of nodes

Once the proper operation of the A* was verified, we
calculated the distance between each pair of nodes in the grid.
These distances were stored in a distance matrix that was then
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employed to find the position of the node that minimizes the
distance to all the nodes, which is equivalent to finding the
centroid of these points. In Fig. 3(a) and Fig. 3(b) we show
two examples. On the one hand, in Fig. 3(a), four points
in an obstacle-free region are considered. In this case, the
node coordinates that minimize the distance correspond to the
mean value of the coordinates of the nodes. The colomap
indicates the mean distance from each node to the four
considered nodes. In the case of four points positioned around
the obstacles, the position of the centroid is not as trivial as
in the previous case and an extensive search is required.

C. k-means with A* distance

After testing that the centroid updating stage via distance
minimization was operating properly, we executed Lloyd’s
algorithm on 25 users randomly scattered on the grid. Fig. 4(a)
and Fig. 4(b) show the clustering of the users in 4 clusters
employing the k-means method with the traditional Euclidean
distance and with the A* distance, respectively. A first quali-
tative comparison between Fig. 4(a) and Fig. 4(b) shows that
the generated clusters are completely different. This difference,
nevertheless, can be attributed to the stochastic nature of the k-
means algorithms. Looking carefully it is possible to observe
that if Euclidean distance is considered during the clustering
process, some users are assigned to centroids on the other side
of some obstacle. This is not the case when the A* distance
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Fig. 2. Application of A* algorithm to four arbitrary pairs of initial and final
nodes, which are identified with light green and red markers, respectively. The
found trajectory is shown in white, and the distance from the initial node to
all the grid nodes is also shown. (a) Case I, (b) Case II, (c) Case III, and
(d) Case IV. (all coordinates and distances are in arbitrary units).

is considered as the metric for the clustering algorithm. To
have a quantitative comparison, in Table I and Table II, we
show the assigned cluster ID for each user alongside the mean
distance between the users associated with each cluster and the
corresponding centroid (this distance was calculated using A*
even for the case of k-means based on Euclidean distance). It
is important to note that when Euclidean distance is adopted,
clusters with large mean intra-cluster distance (the distance
between the elements of the cluster and its centroid) are
generated. This can be explained by noting that when obstacles
are neglected during the clustering process, the positions of the
centroids are clearly far from optimal. If A* is adopted, on
the other hand, k-means does not generate clusters with such
a large mean intra-cluster distance. Considering the whole set
of users, therefore, the integration of the A* algorithm with
k-means leads reduces the mean distance between the users
and their relative centroids from 4.7 to 3.08, showing that for
this particular scenario, the use of A* during the clustering
processing outperforms the use of Euclidean distance. The
impact of the achieved mean distance reduction depends on
the particularities of the network. For instance, in a wireless
network, this may result in lower transmission power and the
subsequent power consumption reduction. In the case of wired
networks, on the other hand, the distance reduction can be
interpreted as a lower cable installation.

IV. CONCLUSIONS

In this paper, we propose to integrate the popular k-means
clustering method with the A* pathfinding algorithm to assist
in designing star networks in scenarios with obstacles. After
showing the correct operation of the A* algorithm and how to
find the centroid of a set of nodes in presence of obstacles, we
applied the proposed approach to a set of 25 users randomly
located in a 20×20 rectangular grid. For this case study,
numerical results indicate that by adopting A* distance during
the clustering process, clusters with large intra-cluster mean
distance are avoided, resulting in a significant reduction of the
total mean distance. These results, although promising, should
be statistically validated and extended to a larger number of
users. In addition, it would be interesting to consider other
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Fig. 3. Calculation of the centroid (light green) of four points (red) for
points in (a) a region without obstacles and (b) points around an obstacle.
The superposed colormap indicates the mean distance from the node to the
four nodes indicated in red.
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Fig. 4. Clustering of 25 users arbitrarily scattered in a grid of 20×20 using
k-means based on (a) Euclidean distance and (b) A* distance. The number
of clusters was set to 4. The found centroids are depicted as a square with a
superimposed white x.

TABLE I
RESULTS EMPLOYING K-MEANS BASED ON EUCLIDEAN DISTANCE.

User X coord. Y coord. Clust. ID Mean dist. Tot. mean dist.
1 1 3 1

5.4

4.7

2 1 5 1
3 2 5 1
4 3 6 1
5 8 6 1
6 9 2 1
7 10 1 1
8 11 9 1
9 12 8 1
10 3 8 2 0.511 1 11 2
12 3 16 3

0.613 2 17 3
14 5 17 3
15 6 19 3
16 19 2 4

6.6

17 20 6 4
18 13 9 4
19 20 10 4
20 19 10 4
21 12 12 4
22 18 16 4
23 19 18 4
24 14 18 4
25 12 18 4

path-finding algorithms that allow moving not only in vertical,
horizontal, and diagonal but also in other directions.
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