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Abstract— Persian Lime (Citrus × latifolia) is a citrus fruit
commonly called Tahiti lime in Brazil, a major exporter of it.
In this work, we propose a computer vision-based system to
automatically classify Persian lime according to color, size, and
defect. We designed a dataset composed of images from hundreds
limes in several conditions to train and validate the proposed
system. Data augmentation was employed to increase the data
variability in the training stage. The results are competitive in
terms of hit rate achieving over than 80% of accuracy in both
maturity and defect classifications.
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I. INTRODUCTION

The Persian lime (Citrus x latifolia), also known as seedless
lime or Tahiti lime, is a common type of lime in many coun-
tries. Brazil is a major exporter of limes, and the exportation
amount is growing each year. Efficient and fast fruit classifi-
cation can improve competitiveness in this sector. This paper
describes a real-time method for autonomous Persian lime
classification based on computer vision which was designed to
be used under controlled conditions in industrial applications.

The usage of computer vision methods for fruit detection or
classification is not a novelty and finds application in different
purposes. For example, there are several methods for fruit
detection on trees. There is a method in [10] that uses a
fusion of images segmented based on an adaptive threshold
in RGB and HSV color spaces. The method in [12] uses
Angular Invariant Maximal (AIM) to detect key points, and
then pairwise intensity comparisons (PIC) and gradients (based
on Histogram of Oriented Gradients - HOG) are used to extract
a feature map. The Random Forest (RF) technique performs
the classification step.

There are many fruit classification methods as well. The
work in [17] compared the color and shape with SIFT as
features. They compared three methods in the classification
step: RF, k-Nearest Neighbours (k-NN), and Support Vector
Machine (SVM).

A method for tomato detection of defects was employed
by [3] using a commercial structure for sorting with regular
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camera chamber and fluorescent illumination to acquire more
than 40,000 images.

They employed several techniques for classification: SVM,
k-NN, Classification and Regression Tree (CART), Linear Dis-
criminant Analysis (LDA), and Fisher Discriminant Analysis
(FDA) are the most common applied algorithms. An approach
to localise Emperor citrus using RGB-D (RGB and depth)
information with SVM is presented in [8]. There are some
methods for detecting defects in citrus fruit in the literature.
Although the work in [1] also deals with defects, it aims to
classify among 11 different types of defects, differently from
others whose object is to discriminate between healthy and
defected fruits.

The proposed system in this paper can classify limes accord-
ing to maturity (related to roughness on the lime skin), pres-
ence/absence of defects, and size. We employed three types of
classifiers, Artificial Neural Network (ANN), SVMs, and RF.
The classification occurs in a feature space that combines size,
shape, color, and texture measures. Our work has two main
contributions: i) A lime classification system; ii) A Persian
lime dataset, exclusively designed for this task. The dataset
is composed of images from hundreds of limes acquired
in a controlled environment with homogeneous background,
constant illumination. We employed data augmentation based
on random rotation to increase the data variability and deal
with class unbalance issues. The quantitative evaluation of
the proposed approach was in terms of accuracy, and the
results were promising. However, there is no quantitative
comparison with previously published methods because there
is no available dataset for Persian lime classification.

The remainder of this paper is organized as follows. Sec-
tion II provides detailed information about the designed dataset
with its implementation aspects. Each step of the proposed
classification system is described in Section III. Results,
comparisons, and discussion are in Section IV. Conclusions
and perspectives for future work are in Section V.

II. DESIGNED DATASET

The designed dataset is composed of images from 1087
limes in several sizes and conditions. Each image has 793×793
pixels dimension. The acquisition occurred in a controlled
environment with homogeneous background, constant illumi-
nation, and an image plane parallel to the background at a
fixed distance, according to Figure 1.

Each image from the dataset was labeled as immature or
mature and as with or without defects. As can be seen in
Figure 2, immature Tahiti limes have a rough dark green
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Fig. 1: Dataset image acquisition scheme.

aspect. Mature limes are smooth, green, and can be yellowish
in some parts. A lime with defects has brown features in its
skin and can be mature or immature.

Fig. 2: Dataset samples. First row, from left to right: immature and
mature limes without defects; second row: immature and mature limes
with defects on their skin.

The dataset has two parts, the training, and test subsets.
The training is composed of 959 and the test of 128 images.
The training set contains 287 immature without defects, 72
immature with defects, 300 mature without defects, and 300
mature lime images with defects. The test set has 21 immature
without defects, 27 immature with defects, 42 mature without
defects, and 38 mature limes with defects. As one can note, the
classes are highly unbalanced. We employ data augmentation
to balance the classes in the training data. The data aug-
mentation strategy consists of randomly rotating the images
belonging to the classes with fewer samples in multiples of
90 degrees. After adding the artificial data, all four classes
have 300 data samples, which changed the size of the training
dataset to 1200 lime images.

III. A FRUIT CLASSIFICATION SYSTEM

A block diagram of the proposed system is in Figure 3. It
is a straightforward three-step system composed of a pipeline
of preprocessing, feature space mapping, and classification.
A more detailed description of each step follows in the next
sections.

lime
image preprocessing

feature space
mapping classification output

Fig. 3: Proposed lime classification system.

A. Feature space mapping

This section describes the preprocessing scheme used in the
proposed system. The first step is the color conversion from
the original Red, Green, and Blue (RGB) color space to Hue,
Saturation, and Value (HSV) model. All images in this work
are floating-point variables, so each pixel in each channel is
in the range [0, 1]. This procedure is in Figure 4 which shows
the original RGB image I of a lemon image and its respective
H, S and V channels.

Fig. 4: Above: A sample from the dataset. Below: Its HSV color
model components (respectively).

Figure 5 illustrates the masking operation. One can note that
the S channel emphasizes the lime area from the background.
The feature mapping occurs in this area, so we perform
masking as follows. Let G be a Gaussian filter with standard
deviation σ from Equation (1),

σ = 0.3(0.5(K − 1)− 1) + 0.8, (1)

with kernel size K × K pixels (K = 5 in this work).
Equation (1) is described in the manual of getGaussianKernel
OpenCV function. We can obtain the blurred channel Sb from
a simple convolution. Then we binarize the blurred S channel,
Sb by employing a threshold of 50% of the range. To fill
the holes, gaps and remove saliences we use a morphological
closing operation in the binarized image St with a disk-shaped
structuring element b in a B × B pixels kernel (B = 30
in this work), resulting in the desired mask ∆. The closing
operation can be obtained by employing a dilation followed
by an erosion operation.

We obtain the region of interest RoI through AND logical
operation, between the mask and the original image. The full
process is shown in Figure 5.

We perform the feature space mapping within the Region of
Interest (RoI) of each sample, as shown in Figure 6. The find-
Contours OpenCV function compute the blue contour. Another
OpenCV function employed was minEnclosingCircle. It was
responsible for generating the red circle that circumscribes the
contour. The first feature is the diameter D, which we use as



XL SIMPÓSIO BRASILEIRO DE TELECOMUNICAÇÕES E PROCESSAMENTO DE SINAIS - SBrT 2022, 25–28 DE SETEMBRO DE 2022, STA. RITA DO SAPUCAÍ, MG

Fig. 5: The procedure used to generate the lime masks. From left to
right, it consists of a blur, thresholding, closing, and AND operation
between color image and binary mask.

the lime size measurement. We estimate the diameter through
Equation (2),

D = 2(0.21)R, (2)

where R is the radius of the circle given in [pixels] obtained
by minEnclosingCircle, 0.21 is an experimentally obtained
conversion constant given in

[
cm

pixels

]
and D is the diameter

in [cm].

Fig. 6: A masked lime sample with its contour in blue and a red
circle circumscribing the contour. The circle’s radius represents the
lime size.

We obtain the remaining features through the H and V
channels of the RoI. The second feature is the histogram hH

of the H channel.
The texture features are measurements from the V channel.

They are Skewness sk, Kurtosis ku and the following Gray-
Level Co-occurrence Matrix P (GLCM) features: contrast cn,
dissimilarity di, homogeneity ho, Angular Second Moment
(ASM) a, energy en and correlation cr. All the features were
obtained through scikit library [11], which are based on [5].

The next step of the system is the classification, which is
performed in a feature space that combines size, color and
texture measurements.

B. Classification

This work addresses three different classification techniques
to evaluate their capability of dealing with the tasks under
analysis. The classifiers were ANN, SVM, and RF. There are
two scenarios for each type of classifier, one to distinguish
between a mature and an immature lime (experiment 1), and
the other to classify a lime with from others without defects
(experiment 2). All algorithms and parameters applied for each
classifier used are available on scikit-learn python library [11].
At the end of every classifier explanation a table is presented
for each classifier containing the best parameters configuration
performed by grid search in each experiment (Exp).

1) Artificial Neural Network: An ANN is an information
processing system inspired by biological neural networks.
However, this method is not identical (as far as the operational
process is concerned) to the brain neural networks [4].

In general, three types of architectures stand out in ANN
studies: single-layer feedforward networks, multiple layer
feedforward networks, and recurrent networks as described
in [6]. In this work, we use the multiple-layer feedforward
network (known as multi-layer perceptron network - MLP)
and backpropagation as it can recognize and separate linearly
non-separable patterns and according to [16], backpropagation
minimizes the error obtained by the network. Results using this
technique could be seen in Table I.

TABLE I: Grid search performed in the parameter space of the
training set using ANN. The last two columns are the best parameters
for each experiment.

Parameter Grid Search Exp 1 Exp 2

Neurons in
hidden layer

1, 2, 5, 10, 15, 25,
50, 100, 150, 200,
225, 250 and 300 300 250

Activation
function (’tanh’, ’relu’) relu relu

Optimization
algorigm

(’sgd’, ’adam’,
’lbfgs’) adam adam

L2 penalty
(regularization

term α)

0.0001, 0.001, 0.01,
0.05, 0.1, 10−5,

10−6 and 1 0.001 10−6

Learning Rate (’constant’, ’adaptive’) adaptive adaptive

2) Support Vector Machines: SVMs were developed by
Vapnik [15] and his theory establishes a series of principles
that one must follow to obtain classifiers with good general-
ization, defined as their ability to correctly predict the class
of new data from the same domain in which the learning
occurred. Some of the features of SVMs that make their
use attractive are in [14], as follows: good generalization
capability; robustness in large dimensions; and convexity of
the objective function. The performance of SVM approach is
shown in Table II.

TABLE II: Grid search performed in the parameter space of the
training set using SVM. The last two columns are the best parameters
for each experiment.

Parameter Grid Search Exp 1 Exp 2

C

1, 0.25, 0.5, 0.75, 0.05,
0.001, 0.01, 0.1, 5, 10,
50, 100, 500, 1000 1 1

γ
0.1, 0.5, 1, 3,

5, 7, 10, 100 and auto 0.1 3
Kernel poly and rbf poly poly

3) Random Forest: RF is a decision-tree-based machine
learning algorithm used in this case to solve a classification.
This method uses bagging for creating multiple models (deci-
sion trees) from a single training dataset, resulting in a very
powerful classifier developed and described by [2] and [7].
Table III shows the results of applying RF.

In general, forests with trees maximum depth above 5 can
lead to overfitting (a model too specialized in the training set
with no generalization capability). However, it did not occur
in the results, as can be seen in Section IV.
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TABLE III: Grid search performed in the parameter space of the
training set using RF. The last two columns are the best parameters
for each experiment.

Parameter Grid Search Exp 1 Exp 2
Number of trees 1, 3, 5, · · · , 1500 101 55

Maximum number
of features at every split auto, sqrt and log sqrt sqrt

Maximum tree depth 1, 2, 3, · · · , 30 14 23
Minimum number of

samples to split 2, 3, 4, 5 3 2
Minimum number of

samples at each node leaf 2, 3, 4, 5 2 2
Bootstrap true, false false false

IV. RESULTS AND DISCUSSION

In this section, we introduce the metrics used in this work.
Then we present and discuss the results obtained in each
experiment. Later on, we compare the features of the proposed
system with the ones in the literature.

It is usual to evaluate classification problems by metrics de-
rived from the confusion matrix. This work used sklearn [13]
to generate them for each experiment. Another evaluate mea-
sure used is balanced accuracy, ρ = 1

2

(
TA

TA+FB
+ TB

TB+FA

)
,

applied because classes are not balanced regarding the number
of samples for each class. At the balanced accuracy (ρ)
formula TA means true positive, TB true negative, FA false
positive and FB false negative, and it was applied because
classes are not balanced regarding the number of samples for
each class.

A. Accuracy

The accuracy of the classification systems concerning the
maturity and defects of the limes are in Tables IV and V,
respectively.

Table IV presents the performance for the maturity classifi-
cation. The classes mature and immature limes present 80 and
48 samples, respectively. The classifiers SVM, ANN, and RF
achieved 72.9%, 73.8%, and 81.9% of hit rate on the test set,
respectively, showing the performance superiority of the RF
for the problem under analysis. It is worth noticing that the
sensitivity for mature lime class

(
TA

TA+FB

)
was 88.8% using

RF.

TABLE IV: Mature × immature limes classification.

Classifier TA FA TB FB ρ

SVMs 55 11 37 25 72.9%

ANN 58 12 36 22 73.8%

RF 71 12 36 9 81.9%

TABLE V: With × without defects limes classification.

Classifier TA FA TB FB ρ

SVMs 49 12 51 16 78.2%

ANN 44 13 50 21 73.5%

RF 50 10 53 15 80.5%

Table V presents the performance for the defect classifi-
cation in the limes. Different from the maturity classification,

where the classes differ by almost twice the number of images,
the defect classification presents 65 images with and 63 images
without defects classes, which represent practically the same
amount. The classifiers SVM, ANN, and RF achieved 78.2%,
73.5%, and 80.5% of hit rate on the test set, respectively,
showing a slight improvement in using the RF classifier. It
is worth noticing that the highest specificity,

(
TB

TB+FA

)
, was

84.1%, also using RF.
In all cases, the average time to extract the features is 76.6

ms per image. This time is at least 25 times higher than the
time necessary to classify the features vectors using the RF,
which is the slowest classifier. One can consider the proposed
system as real-time if the acquisition rate is less than 13
frames per second. The computer used in the experiments has a
Processor Intel(R) Core™ i5-6200U CPU @ 2.30GHz, 2400
Mhz, 2 Core(s), 4 Logical Processor(s) and 8 GB of RAM
memory. The system was implemented in python.

B. Comparison with the related works

Table VI has a comparison between the proposed method
and the ones briefly described in Section I. The proposed
method is the only one in the table addressing both problems,
maturity, and defects. Besides, one can note that the proposed
method is the only one to compose a citrus fruit dataset large
enough for modern machine learning methods considering the
tasks under analysis. Accuracies reported by the authors are in
the last column. Since the datasets are different, it is crucial
to point out that the values are merely illustrative. Yet, we
consider that our results are satisfactory and promising.

V. CONCLUSIONS

This paper describes a real-time method for Persian lime
classification using computer vision. It classifies limes accord-
ing to the maturity and presence/absence of defects employing
three classifiers, ANN, SVM, and RF. The proposed method
performs classification in a feature space that combines size,
shape, color, and texture measures. Also, we produced a
dataset composed of images from hundreds of limes in several
conditions. To increase the dataset size and solve an unbalance
issue, we employed data augmentation based on random
rotations. The proposed method achieves an accuracy of 81.9%
of hit rate in maturity classification and 80.5% in defect
classification using RF.
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