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Abstract— Fiber To The Home (FTTH) networks are becoming
the common technology to connect clients to Internet Service
Providers. Optical fiber arrives at clients’ homes and provides
connections with Gbps speed. This paper presents a Customer
Premises Equipment (CPE) analysis in FTTH networks. Our
experiments are based on Sensitive Analysis, which provides
methodologies to evaluate parameter importance on device per-
formance. The results show characteristics that influence the
FTTH network’s final performance and must be considered to
provide better services.
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I. INTRODUCTION

The reduction in implementation costs allowed the growth
of fiber optic networks that directly connect Internet Services
Providers (ISP) to their customers’ homes. These networks
are called Fiber To The Home (FTTH) and allow speeds up
to gigabits per second. FTTH networks meet the growing
demand for quality of service in various applications such as
games, videos, and other entertainment systems. However, the
data transmission speed offered to the user is dependent on
the Customer Premises Equipment (CPE) provided by ISP.
We consider CPE devices that are installed in homes and
perform the switching of networks FTTH to wired (Ethernet)
or wireless (Wi-Fi) networks, with emphasis on the latter. With
FTTH networks popularization, CPEs become a critical point
for a high-speed Internet. Choosing CPE model that meets
customers’ and ISPs’ needs is essential.

Some studies, e.g. [1], [2], describe methodologies for
evaluating CPEs performance in scenarios similar to those
found in networks FTTH, that is, in ISP clients’ houses. Such
scenarios present physical obstructions that hinder the propa-
gation of the signal Wi-Fi, installations on multiple floors, and
interference from other transmissions in the same frequency
range. Kofler et. al [1] analyzed the performance of three
Wi-Fi routers for multimedia services. However, they did not
consider the interference of other transmissions and analyzed
only one metric: useful data transmitted rate (goodput). Sui
et. al [2] analyzed Wi-Fi scenarios with a high density of
access points. However, these proposes do not consider whole
communication between the ISP consumer and core network.
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This article describes the result of the performance anal-
ysis of 21 CPEs from different models and manufacturers.
The topology used in this analysis is based on an FTTH
network infrastructure, from the provider to the customer’s
home. The proposed scenarios reflect conventional situations
encountered by end-users. We evaluated throughput, latency,
signal strength, and signal-to-noise ratio for Wi-Fi networks
(IEEE 802.11.ac), at 2.4 and 5.8 GHz frequencies.

The main contributions of this work are:
• proposal of Wi-Fi test scenarios that allow exploring the

limits of CPEs;
• proposal for the network topology necessary to carry out

the tests, including equipment that reflects the traffic from
the content server to the final client through FTTH and
Wi-Fi networks;

• experimental evaluation results of 21different CPE of nine
distinct manufacturers.

This paper is organized as follows: Section II presents an
overview of the technologies used in this work. Information
about the infrastructure of the test laboratory is presented in
Section III. Section IV presents the experiments and results.
The V Section presents some related works. In section VI we
present the final considerations and conclusions.

II. OVERVIEW OF FTTH AND 802.11AC NETWORKS

The increased offer of bandwidth to customers found in the
technology FTTH one of the best cost-benefit ratios [3]. The
concept of FTTH is based on passive optical network tech-
nologies, or Passive Optical Networks (PON), which enable
a network up to 20 km away, without active repeaters. PON
technologies allow a single fiber to serve up to 128 customers,
with transfer rates up to 40 Gbps.

The PON architecture has an optical concentrator known
as Optical Line Terminal (OLT), located next to the provider
backbone, and multiple CPEs, located in the customers’
homes. The OLT connects to CPEs through optical fibers, in a
tree topology. The fibers are divided through passive elements
called Optical splitter, in Time Division Multiplexer (TDM)
system [4]. CPEs currently used by ISPs include routing and
wireless access point functionality, incorporating the functions
of distributing network access to customer equipment. Gigabit
Ethernet network interfaces (IEEE 802.3z) and protocols of
the IEEE 802.11 family for Wi-Fi access are present in CPEs
considered in this work.

For the customer to take full advantage of the bandwidth
provided by FTTH networks, their equipment must have a
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network interface capable of connecting to CPE at a speed
compatible with the contracted speed. Most current residential
devices access the Wi-Fi network, which becomes the main
interface for access. However, unlike wired interfaces, the
IEEE 802.11 standard shares the medium among users by
dividing bandwidth between connected devices and is also
sensitive to factors such as interference, obstacles, and signal
strength. Currently, the IEEE 802.11ac standard presents itself
as an alternative to the growing demand for Internet access
speed with plans up to gigabits per second.

The IEEE 802.11ac standard supports several configura-
tions: in frequency, 2.4 GHz and 5.8 GHz; in channel width,
from 20 to 160 MHz; in modulation, up to 256 QAM, with
8 bits per carrier; and the number of spatial flows MIMO,
up to 8, in the MIMO 8x8 configuration. Theoretically, at
the maximum of each configuration, the transfer rate could
reach 4900 Mbps [5]. However, the equipment available at a
cost compatible with commercial plans, only offers transfer
rates in the range of 750 to 1733 Mbps, adding the flows in
frequencies 2.4 and 5.8 GHz.

In this article, we present results of experiments carried out
with 21 CPEs that demonstrate that, in practice, it is difficult
to reach all this theoretical potential with a good part of the
current CPEs.

III. INFRASTRUCTURE FOR EXPERIMENTS

To carry out the experiments, the basic infrastructure of an
FTTH network was created in the laboratory. The topology
reflects the network structure from the content server, through
the Internet access provider, to the customer’s home (Figure
1). The test scenarios reflect common conditions found in
urban regions, with interference and obstructions. The test
environment was implanted in one of the blocks of the Campus
Alto Paraopeba (CAP) of Federal University of São João del-
Rei (UFSJ), formed by two floors and constituted mainly by
teachers’ offices. Figure 2 shows the floor plan of one of the
blocks in the block, scenario of the tests, with the respective
divisions of the rooms. Data collections took place on the
block’s two floors. The points at which the signal strength
measurements and Signal-Noise Ratio (SNR) took place are
identified by the letters A to J . The test environment was set
up on the second floor, in the room that contains the E and F
points. In all tests, CPE remained located at E, on the second
floor of the block.

Fig. 1. Network topology used in the experiments.

To carry out the experiments, user devices, and infrastruc-
ture equipment that form the FTTH network were used.

Fig. 2. Floor Plan of Block 2 of the Alto Paraopeba Campus of the Federal
University of São João del-Rei (UFSJ) - Ouro Branco - MG.

As user devices, a MacPro notebook with a macOS Mojave
operating system and four smartphones with Android and
iOS operating systems were used. The network infrastructure
equipment was a Gigabit switch, an OLT, a router that
performs the authentications and a test server with a Linux
operating system on which the Iperf server [6] was run
iperf.Figure 1 shows a schematic with all the equipment and
the network topology that configure the test environment.

The 21 CPEs evaluated are from different manufacturers,
namely: Huawei, FiberHome, Sagemcom, TP-Link, DLink,
Chima, Technicolor, Nokia, and Cig-Technology. The equip-
ment will have their brands and models anonymized for CPE
1 to CPE 21. Two of the evaluated equipment had support for
Mesh networks (CPE 12 and CPE 15).

A. Testing Scenarios

For the experiments with Wi-Fi, 24 scenarios were evaluated
where the frequency was varied (2.4 GHz or 5.8 GHz), the
customer’s floor (same floor as the CPE or not), the distance
between the client and CPE, whether or not the hotspot service
via CPE was activated and how many users used the client
network or the hotspot service network. Table I presents the
characteristics of each of these test scenarios’ Wi-Fi. Scenarios
1 to 12 used frequency 2.4 GHz and scenarios 13 to 24
frequency 5.8 GHz. In scenarios 1 to 6 and 13 to 18, in
addition to the usual network, an additional network, hotspot,
was configured for public access. In the table, we have the
scenario number shown in the first column, the floor on which
the client device was located, in the second column. In the
third column, we have the distance between the client and
CPE. In the fourth column we have the information if the
hotspot network was used and in the fifth column the number
of users who shared the network. From the sixth to the tenth
column, we have the same distribution for scenarios 13 to 24.

B. Procedures Used in the Experiments

In the experiments, the programs iperf, wget, and ping were
used. The iperf [6] was configured to generate traffic with
the UDP protocol because it sought to record the maximum
flow regardless of the additional costs that could be derived
from the TCP protocol. To obtain an additional result, tests
were performed using an HTTP server (Apache / Linux) and
the program wget which is an HTTP client. Thus, results
were obtained considering all network layers and eventual
losses caused by the operating system related to HTTP access.
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TABLE I
SCENARIOS USED IN WI-FI NETWORK EXPERIMENTS.

# no dist. no # no dist. no

floor (m) hotspot users floor (m) hotspot users
1 2 0 YES 1 13 2 0 YES 1
2 2 12 YES 1 14 2 8 YES 1
3 1 0 YES 1 15 1 0 YES 1
4 2 0 YES 5 16 2 0 YES 5
5 2 12 YES 5 17 2 8 YES 5
6 1 0 YES 5 18 1 0 YES 5
7 2 0 NO 1 19 2 0 NO 1
8 2 12 NO 1 20 2 8 NO 1
9 1 0 NO 1 21 1 0 NO 1

10 2 0 NO 5 22 2 0 NO 5
11 2 12 NO 5 23 2 8 NO 5
12 1 0 NO 5 24 1 0 NO 5

Concerning latency, the command ping was used, whose
output was processed, statistically analyzed, and summarized.

To check the Wi-Fi coverage capacity of the CPEs, signal
level collections were performed using the Netspot 1 program
at 10 distributed points on each floor of block 2, on the UFSJ
campus. The positions of these points, A to J , are defined in
the map of Figure 2.

IV. EXPERIMENTS AND RESULTS

We present the results obtained according to the following
aspects: (i) evaluation of the network coverage through signal
strength and SNR; (ii) flow measurement; (iii) latency values
and (iv) impact of a second network (hotspot) on CPE.

A. Clients Wi-Fi

For the analysis of the flow of the Wi-Fi network, tests
were carried out in twelve scenarios for each frequency and
the distance, the number of users using the network, and the
provision or not of a hotspot service were varied. In Figures
3 to 6, the horizontal axis corresponds to the scenarios and
the vertical axis, the network flow in Mbps. The flow rate
obtained in each scenario at the 5.8 GHz frequency can be
seen in Figure 3 (flow measured using the command iperf)
and Figure 4 (flow measured using the command wget). For
the 2.4 GHz frequency the results are shown in Figure 5
(flow measured using the command iperf) and Figure 6 (flow
measured using the command wget). Information from CPEs
that did not transmit data has been deleted. In Figures 7 and
8, the horizontal axis corresponds to the scenarios and the
vertical axis, the latency in ms. Figure 7 shows the latency
results for the 5.8 GHz frequency and in Figure 8 the results
for the 2.4 GHz frequency.

In scenario 19, at zero meters from CPE with a user and
frequency of 5.8 GHz, average flow rates of 669 Mbps were
observed for the command wget, maximum values obtained.
The CPEs 8 and 17 had a flow rate of approximately 500
Mbps and another five CPEs, a flow rate of around 400 Mbps.
For scenario 20, 8 meters from CPE and with one user, CPE 2
had an average throughput of 475 Mbps. Another three CPEs
showed values slightly above 300 Mbps. Scenarios 21 and 24
were performed with customers on a different floor than CPE
and only 5 CPEs were able to transmit data. Among them, the

1https://www.netspotapp.com/pt/

Fig. 3. Flow rate at 5.8 GHz - command iperf.

Fig. 4. Flow rate at 5.8 GHz - command wget.

two that support Mesh technology (15 and 12) and CPE 3.
With 5 users connected to the network (scenarios 22 and 23)
the CPEs 3 and 19 obtained throughput of about 300 Mbps
with the customer at zero meters and of about 100 Mbps with
the customer at eight meters.

For tests at 2.4 GHz frequency, the best flow results obtained
are in the order of 100 Mbps with the client at zero meters
from the CPE and only one client using the network (Figure
5). With 5 customers at zero meters from CPE, the maximum
throughput was around 60 Mbps (scenario 5). For tests on the
5.8 GHz frequency, the results for tests at zero meters from
CPE with one user-provided a maximum throughput of 650
Mbps and with 5 clients, 380 Mbps.

a) Clients on the private network and the hotspot si-
multaneously: Experiments with scenarios one to six (2.4
GHz) and thirteen to eighteen (5.8 GHz) evaluated the impact
on the customer’s network due to the availability of the
hotspot service using the same CPE. The objectives of these
experiments were to evaluate: (i) the impact of using the
hotspot on the customer’s network when both networks operate
at 2.4 GHz (scenarios 1 to 6); and ii) impact of the use of the
hotspot when the customer’s private network operates at 5.8
GHz and the hotspot operates at 2.4 GHz. Of the 21 CPEs
tested, six are capable of providing support for the hotspot
service, namely: 3, 5, 8, 9 (dual band), 10 (operates only on
2.4GHz), and 19. On average, experiments have shown that
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Fig. 5. Flow rate at 2.4 GHz - command iperf.

Fig. 6. Flow rate at 2.4 GHz - command wget.

providing the hotspot service via CPE has an impact on the
customer’s network for maximum throughput, but this impact
is limited to 20 % in most scenarios.

Considering the experiments with the command iperf (Fig-
ure 3), the CPEs 8, 9, and 10 showed a greater loss of flow
with the hotspot network, while for CPE 3, the drop in flow
was smaller, from 621 Mbps to 536 Mbps.

b) CPEs Wi-Fi Signal Level: The graph in Figure 9
shows the average signal level for the 10 points and each CPE
on the 1st and 2nd floor for the 5.8 GHz frequency measured
with the Netspot tool. The red bars correspond to the average
values obtained on the 1st floor and the blue bars on the 2nd
floor. The devices that presented the best average signal level
are the two with Mesh technology. The CPE 12 showed an
average signal level of -47 dBm, while the CPE 15, -44 dBm.
Signal levels greater than -50 dBm are considered excellent [7]
and five CPEs showed an average signal level of the order of
-50 dBm. However, the communication at 5.8 GHz frequency
was not viable between the CPE on the 2nd floor and the client
devices on the 1st floor.

The graph in Figure 10 shows signal level information for
the 2.4 GHz frequency on the two floors. It appears that the
signal levels for this frequency were, on average, better than
those of the 5.8 GHz. Again, equipment with Mesh, CPEs
12 and 15 , presented the best results. The other equipment
approached the signal level classified as acceptable, -70 dBm.

Fig. 7. Latency in the frequency of 5.8 GHz

Fig. 8. Latency in the frequency of 2.4 GHz

V. RELATED WORKS

The authors at [1] analyzed the performance of three routers
Wi-Fi for home use (Linksys WRT54, TP-Link TLWR, and
Ubiquity RSPRO), all based on Linux platforms. The focus
of the experiments was to analyze the stack of applications
implemented in the devices with the provision of multimedia
services. Despite the wireless transmission capacity of the
devices, only the wired interface was used and the only metric
analyzed was the amount of useful data transmitted.

In [2], the performance of corporate Wi-Fi networks was
evaluated with a focus on increasing the density of access
points. The experiments were carried out in real settings, using
students from Tsinghua University in China as users. It was
found that the higher density of access points improves the
performance of the network and that the use of Wi-Fi with
higher transmission power reduces performance. However, the
focus of the experiments was the density of access points.

The authors at [8] evaluated the transfer rate of three
IEEE 802.11ac/n access points from different manufacturers
(Buffalo, I-O Data, and NEC), both indoors and outdoors.
In external experiments, they analyzed the variation of the
transfer rate with the variation of the distance. In internal
experiments, the density of access points and the existence
of obstacles varied.

The authors at [9] analyzed the performance of networks
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Fig. 9. Signal Level at 5.8 GHz, 1st (red bars) and 2nd floor (blue bars).

Fig. 10. Signal Level at 2.4 GHz, 1st (red bars) and 2nd floor (blue bars).

Wi-Fi using information collected on users’ devices, using
scripts accessed via the browser. In [10], the download speed
was evaluated using the TCP protocol in scenarios with high
user density. In [11] was analyzed the performance of networks
Wi-Fi versus the positioning of users. All Wi-Fi access points
in these jobs were from a fixed set of manufacturers.

In [12] was analyzed the performance of two Ethernet net-
work cards and two different frameworks for packet processing
(Netmap and PF Ring). The authors used sensory analysis of
parameters that seeks to determine the effect of the variation
of a given item on its total value.

In [13] tests were carried out to assess the benefits of using
the standard with 802.11ac versus the 802.11n standard. The
speed obtained with the client near the router was 700 Mbps
(MIMO 3 x 3). It was not possible to carry out communication
in scenarios in which there were two or more walls between
the connection pairs. In [14], the authors evaluated the use of
beamforming technology that directs the signal and energy of
communication using an omnidirectional antenna to directions
in which the greatest volume of traffic is occurring. The
authors found that despite the gain obtained in download rates
using beamforming, the use of multiple traditional 802.11n
devices offered a better result and cost.

These works focused on specific aspects of the Wi-Fi proto-
cols while our work prioritizes the customers’ final experience
with the network. Our experiments consider not only local
Wi-Fi networks but also communications between servers and
final clients trough OLT, CPE, routers, and splitters in an
infrastructure similar to an ISP’s FTTH network.

VI. CONCLUSIONS

This work presents results of performance analysis of 21
different CPEs models and manufacturers, used as cutting edge
equipment in FTTH networks. Based on the experiments, we
can point out that: i) CPEs 2, 3 and 5 obtained throughput
greater than 500 Mbps; ii) impact of using the hotspot service
on the customer’s network was around 20% on average; iii)
communication was not viable over 8 meters at 5.8 GHz
frequency; iv) communication on the 2.4GHz frequency was
possible between floors and at distances up to 20 m; and
v) CPEs are the FTTH network bottleneck due to the limits
of local processing and Wi-Fi Networks, therefore must be
carefully chosen to guarantee ISPs’ quality of service.
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