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Relationship Between Supervised and Unsupervise:
Criteria for Minimum BER Filtering

Charles C. Cavalcante andatoMarcos T. Romano

Abstract—In this paper we present a relationship between  Some works have considered an optimization criterion based
supervised and unsupervised criteria for minimum bit error rate on minimum BER [4-7]. However, they rely on a known
(BER) filtering. A criterion based on the probability density sequence to minimize the criterion. So the following questi

function (pdf) estimation is used to link the minimum mean . ‘wh traini . t ilabl desired
square error (MMSE) criterion and the maximum a pogteriori 2/1S€S:When a training sequence IS not available or desire

one in order to obtain a linear filter that minimize the BER. An IS it possible to perform minimum BER filterfdd@his paper
important analytical relationship of the three criteria is presented aims to provide an answer to this question.

and analyzed showing that is not possible to achieve minimum A probability density function (pdf) estimation-basedrioli
BER without training sequences when the pdf estimation-based ¢ jiorion was proposed in [8]. Using a parametric model that
criterion is considered. o L .
matches the statistical characteristics of the transchitignal,
Index Terms—Minimum BER, MMSE, blind criterion, pdf  the equalizer is designed to minimize the divergence betwee
estimation. the pdf of the equalized signal and such parametric model.
In this paper, we present a relationship that shows that it
I. INTRODUCTION is not possible achieve minimum BER using the proposal in
Signal processing is a powerful tool on the design of robull- Using the maximurma posteriori (MAP) criterion, which
digital communication systems. In particular, the recmger Minimizes the BER, we derive a relationship between the
device, called equalizer, plays a key role on the projeatesinMMSE, MAP and the blind criteria proposed in [8]. This
the interference can damage the transmitted informatieal-D New result shows an important property of the blind filtering
ing with the mitigation of interference in transmitted sigsy @PProach when minimum BER is required.
the conception of the equalizer is linked to the choice of an The rest of the paper is organized is follows. Section II
optimization criterion able to recover the original infation ~describes the system model. The blind criterion is rewsite
at the receiver. in Section 11l and the relationship of the blind criteriondan
A classical strategy for the optimization of the equalizer iminimum BER approach is presented in Section IV. Finally,
the use of a sequence known at the transmitter and the recef& conclusions are stated in Section V.
and transmitted periodically in order to minimize the sguar
error given by the difference of the transmitted signal dvel t
recovered one. This is known as the minimum mean square
error (MMSE) supervised criteria [1]. The considered base-band system model is depicted in
When there is no such known sequence available, an ungigyre 1.
pervised, oblind, processing is employed in order to optimize
the equalizer [2]. Blind processing is based on some k”OWJEn)
statistical characteristics of the transmitted signal #na used
to estimate the transmitted symbol at the receiver. Eveh tha

Il. SYSTEM MODEL

most blind algorithm have higher computational complexity
they have a lower information complexity since they require Channel un) Equalizer
less information about the signal than supervised stregegi

Despite its frequent use in supervised strategies, the MMSE Global system

is not the optimum solution in practical systems [3]. The,

minimization of the bit error rate (BER) is more useful due' 1. Base-band system model
to the importance of such measure in practice. Further, it is
known that MMSE does not achieve minimum BER when the
equalizer does not have an appropriate length [4].

The discrete transmitted sequence is represented by:

a(n)
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The channel is represented by a FIR filter given by where theq; are the possible values afn — ¢§) that are also
ho symbols of the transmitted alphahét
Since the pdf of the equalized signal is known, we desire to
h = : : (2)  construct a criterion that forces the adaptive filter to piczd

hn-1 signals with the same (or similar) pdf than the ideal ones It i
then interesting to use the well known measure of simiksiti
between strictly positive functions (such as the pdfs), the
Kullback-Leibler DivergencéKLD) [10].
In order to use the KLD, a parametric model, which is
nction of the filter parameters, to provide pdf estimation

The additive noise denoted in vectorial way kyn) =
[v(n) -+ v(n—M+1) ]T is white, Gaussian, uncorre-
lated from the transmitted sequence and has variafjce

The equalizer, which has finite impulse response (FII?)

denoted by it is constructed [9]. A natural choice is the same model of
w(n) mixture of Gaussians like the one in Equation (9). Then
W(n) = 9 (3) — a |2
'IU(n - M + 1) y? 'r =A- ZeXp ( 20_2 - ) 'p(a/i)7 (10)

is fed by the channels outputgn) = z(n) + v(n) where

~ is the chosen parametric model, wherg is the variance of
Z(n) = Z h;a(n — i) are the noiseless channel outputs.

. In pattern

The equalizer output is denoted in vectorial represematig|assification field these kind of parametric funct|ons ahhi

by - are used to measure similarities against other functiores, a
y(n) = w' (n)x(n), (4)  calledtarget functiong9].
where Then, applying KLD to compare Equations (9) and (10)
x(n) yields:
x(n) = . (5) oo
M D = 1 M d
w(n—M+1) pwliewen = [ PW) - Fo "y ) dy

This model will be used in the rest of this paper. —0 ' (11)
[1l. BLIND CRITERION FORPDF ESTIMATION: A REVIEW = / p(y) - In(p(y)) dy — / p(y) - In (D(y, 07)) dy,

In this section, we present the concepts and model of the — —o0
criterion proposed in [8]. wherep(y) = py.ideal(y)-

Let wigear be an ideal zero-forcing linear equalizer, the \inimizing (11) is equivalent to minimizing only the
output of which can be written as  (y,02)-dependent term, that is:

y(n) = Wigeai(n), ©)  Jepc(w) = —E {In [® (y,02)]}
where s _al?
x(n) = Ha(n) + v(n) ) =-E {m A-) exp ("y(n;a'ﬂ } :

andH is the M x (N + M — 1) convolution matrixof the = (12)
channel [9]. The Fitting pdf (FP) criterion corresponds to minimizing

Then, using Equation (7) in (6), it is possible to write:  Jepc(w). Furthermore, it is known that minimizing Equation
12) corresponds to finding the entropy ofif ® (y,0?) =
n) = (Ha(n) +v(n))? w; ( T
y(n) = (Ha(n) +v(n))" Wiea Py,deal(y) [11, p. 59].

= a’ (n)H" Wigeal + V" (1) Wigeal A stochastic algorithm for filter adaptation is given by:

_.T T .. T .

— T VgtV Ve () Wi +1) = w(0) = ¥ o)

Sideal
= a” (n)gigeal + V(n) Z exp ( i) (y(n) - a7)
=a(n —68) + 9(n), Virpc(w(n)) = - X,
M

wheregigea iS the ideal system responsgeis a delay and)(n) Z exp ( )
is a random variable (r.v.) assumed with independent Gaiissi (13)
samples [9]. wherep,, is the step size.

Equation (8) states that the pdf of the signal on the outputThe adaptive algorithm which uses the proposed criterion
of the equalizer is a mixture of equiprobable Gaussians¢sirwill be called Fitting pdf Algorithm (FPA). Equation (13)
the transmitted symbols are i.i.d.) given by: shows an important property of the algorithm: it takes into

account the phase of the transmitted symbols.
al| } (a;), (9 The computational complexity of this algorithm is propor-
tional to the computation of exponentials which are required

Py ideal(y) \/ﬁ Ze {
¢ i=1
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by Equation (13). Thus, its complexity is a little higher thagradient of Jepc without the stochastic approximation in the
other LMS-like algorithms. form

Another important point is thats, although the ideal eqeatli 2,14 ly—al? .
is known to have infinity length, the use of the FP criteriog, A{ $exXp (‘T) ly—a ]}X
does not require a long filter to compensate the channelteffec 02 E, {A Cexp (_Mﬂ 5
It has been observed, through simulations, that the lenfith o " Ir i7)
the equalizer for this criterion has the same order of oth
blind criteria.

Jrpc(W) = —Ey

\Where Ey and E 4 stand for expectation with respect to the
variablesY and A, respectively.
As in [15], we can define an auxiliary function given by

2.
e The parameter:: A-exp (7 \y;glz)

As shown in the previous section, the parametric model W(y,a) = v ’ (18)
used to update the filter coefficients is algodependent. This E4 {A . exp (_ \y;glz )}
parameter plays an important role since it is the variance of "
each Gaussian in the parametric model. that measures “how sure” is the decision of symbdince

Moreover, 02 is also important for the convergence rat@nly y has been observed and the signal has a conditional pdf
because it modifies the effective step size, thajig,= 2% . given as a Gaussian.
In the classification field this parameter is similar to the Then, comparing Equations (15) and (18), we can observe
temperatureone in annealing processes [9]. that considering the Gaussian model for the conditional pdf
A numerical problem that arises with the use of the FPA e have the same measure [16].
the nonconvergence for very small valuesodf This is due  Using such consideration and supposing thatis chosen
to the Gaussians being very sharp and much more difficultappropriately, the MAP criterion can be written as [16]:
fit the data on them. This model have also been considered in p(yla:)-plas)
[12], where the ideal pdf of the received signal is assumed to E{ln[p(a;|y)]} = F {hq [H} }
be a mixture of impulses and later a Gaussian mixture model 2 (y)
is considered in order to make the assumption more realistic Jwap = E{Inp (ya;)]} —E{In[D(y)]} .
and feasible. Jrec

(19)

It is worth mentioning that the conditional probability
IV. MINIMUM BER: SUPERVISED ANDBLIND CRITERIA  p(y|a;) concerns the assumed model to the signal at the

In order to allow the analysis of a minimum BER criterion@utput of the equalizer and we are also assuming an ideally

we consider the MAP one. equalized signal in presence of additive Gaussian noise. We
The MAP criterion aims to maximize the probability ofthen have:
recovering a symbok; given thaty has been observed in 1 |y_a_|2
i iteri i ] a;) = exp | — : 20
the equalizer output. Then, MAP criterion can written ag13 p(yla:) Jana? P 2072 (20)
Jwap (W) = E {In[p (ai [y)]}, (14) Therefore, we can rewrite Equation (19) as
where we are considering the logarithm in Equation (14) in 1
order to simplify computations [14]. Jup = ———E {|y _ a¢|2} tIn | ——— | + Jrec
Let us write thea posteriori probability density functions 92 V2o 1)
using the Bayes’ rule as [13]: 1 { 2} 1
Jrrc—Jvap = —E |y —ai|" f —In | —]| .
Pylai)-plai 2092 2102
plaily) = 2Wle) pla) (15) V2o
S p(yla;) - p(as) Now, we need to explore the right side of Equation (21) in
i=1

order to provide an appropriate relationship.

Here, we have to change the way we use to present thé=quation (16), as we stated before, corresponds to the sum
FPC. The parametric modeb(y) represents the sum ofof all probabilities of symbok; given the observation.
probabilities of a possible transmitted signal given that  This is due to the blind processing, when there is no
y has been observed. Since there is no knowledge abtermation about the transmitted symbol in a given time
the transmitted symbol itselfp(y) is then the sum of all instant. In the case of supervised processing, the trategmit
conditional probabilities of the received signalgiven the Symbol is known at each time instant and there is no need of
transmission of symbal;. In other words, we can write: computing the contribution of all symbols from alphabét

s Thus, the parametric model for the supervised case is given
_ by [16]:
W)= 2 rlole) o) &(y) = ply(n)la(n)). (22)

Of course, if we assume that the signal is corrupted by Considering Equation (22), and also assuming the ideally

AWGN, we obtain Equation (10). Besides, we can use thecovered signal immersed in AWGN, that is, the conditional
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probability as given by Equation (20), we can writgoc(w)
in Equation (12) for the supervised case as:

relationship is given in terms of the minimum mean square
error and FPC criteria for achieving maximuanposteriori
probabilities.

2
Jepc(w) = —E{In | A - exp _M The main perspectiv_e fpr futl_Jre.works is the inve.stigat?on
207 (23) and proposal of a semi-blind criterion that can possiblyimin

1 9 mize BER and some other metric (e.g. Kullback-Leibler one)
-—E {|y(n) —a(n)] } — In[A]. , . : : :
202 with a good compromise of computational and information
Clearly, the cost function in Equation (23) is the MMSEEOMPIeXxity.

cost function up to scaling and translation effects. Howeve
the optimization of Equation (23) with respect o provides
the same solution than the classical MMSE cost functionrgive
as [1]:

Jumse(W) = E {|y(n) - a(”)‘Q} :

Therefore, the cost function in Equation (23) will be dewlote
Jvmse as it stands for the MMSE in the supervised case. [1]
Observing Equation (21) and comparing the right side with
Equation (23) we can see that it is the same. Thus, thél

following relationship can be given considering = o2 [16]:

(24) P

Jvap = Jrpc — JMMSE-

Equation (24) provides an important issue about relationl-4]
ships of blind and supervised criteria for minimum BER
filtering using the FPC criterion. It shows that when there

is no knowledge about the transmitted signal, the FPC dodd
not achieve minimum BER. So, it is not possible to perform

minimum BER filtering with this criterion without the knowl- ]

edge of the transmitted sequence. Further, since theiaréesx

defined as positive functions we can also write the following

inequality for the FPC and MAP: [7]
Jrpc > Juap, (25)
showing that achieving the minimum fokpc does not nec- (8]
essarily imply achieve minimum BER.
(9]

V. CONCLUSIONS ANDPERSPECTIVES

In this paper we have presented a relationship betwel&
supervised and unsupervised criteria aiming a minimum bit
error rate filtering.

The unsupervised criteria is based on the approach [&f
estimation of the probability density function of the sigpa ;5
the equalizer output using a parametric model. The Kullbac
Leibler divergence is used to minimize the divergence of the

. : [13]
equalizer output pdf and the parametric model.

This criterion presents some interesting properties that ai4]
based on the evaluation of the conditional probabilitiesesf
ceived signal over all possible transmitted ones. As atebal [13]
presented approach allows to achieve a relationship batwee
the supervised and unsupervised criteria.

The obtained relationship states that minimum BER [4°1
not attained with the blind criteria because it requires the
instantaneous knowledge of the transmitted signal. Thued) s
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