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Abstract— Traditional approaches to optimal design and planning of packet networks as networks of M/M/1 queues [5], [6], [7] ap-
packet networks focus on the network-layer infrastructure In this pa- pear now inadequate for the design of such networks.
per we describe a simple methodology to tackle the packet ngbrk design : : :
problem, considering as constraints the end-to-end Qualtof Service (e2e In [8]’ .the _aUthors for the first tlme abando.n the Mark(_)wan
QoS) metrics, and we illustrate its application to the optinization of link ~@assumption in favor of a LRD traffic model, i.e., a Fractional
capacities in a corporate Virtual Private Network (VPN). Weuse arealistic  Brownian Motion model. They solve the discrete Capacity As-
representation of traffic patterns at the network layer to design the IP net- signment (CA) problem under network e2e delay constraints
work. Examples of application of the proposed design methaalogy to dif- | ina Si lated A l tah istic. Unf
ferent networking configurations show the effectiveness adur approach. on y{ gSIﬂg 'mu a e nnea '”9 meta equs Ic. Un Orm
explicitly considering LRD traffic models is not practicdh-
Index Terms—Networks design and planning, TCP/IP, queueing the- deed, queues driven by LRD_ processes gre very difficult to
ory, optimization study, and only few asymptotic results exist. To the best of
our knowledge, no closed formula exists for queues fed by LRD
I. INTRODUCTION processes, which relates the queue performance to inparnpar

CKET network design is an old problem, that was exterfters. _ o _
sively investigated in the early days of packet networks, The challenge in the area of network design is how to devise

starting with the seminal work of Kleinrock in the mid-siti €asonable packet network design methodologies that &tiew
[1]. choice of the most adequate set of network resources for the

The traditional approaches to optimal design and planriing@elivery of a given mix of services with the desired level of
packet networks focus on the network-layer infrastructiimes ©2€ Q0S and, at the same time, consider the traffic dynamics of
neglecting end-to-end Quality of Service (e2e QoS) issares, today packet networks. ,

Service Level Agreement (SLA) guarantees. This is quitpina _ ' this paper, we propose a packet network design and plan-
propriate, since the Internet today carries a wide rangeiof ¢ "Ng approach that considers the dynamics of packet neswork

ical telecommunication services, and design approacheesba@S Well as the effect of protocols at the different layershef t
on end-to-end QoS are a must. Internet architecture on the e2e QoS experienced by end.user

From the end user's point of view, QoS is driven by end2ur proposed approach maps the end-user performance con-

to-end performance parameters, such as data throughplit, Wikaints into transport-layer performance constraints, faind
page latency, transaction reliability, etc. Matching treera  then into network-layer performance constraints. Theiaite
layer QoS requirements to the network-layer performanee F;Q_en considered together with a refined IP traffic modeliob-te
rameters is not a straightforward task. The QoS perceived B{iue, already presented in [9], that is both simple and capa
end users in their access to Internet services is mainhedri2/€ of producing accurate performance estimates for génera
by TCP, the reliable transport protocol of the Internet, aého ©0P0l0gy packet networks loaded by realistic traffic patser

congestion control algorithms dictate the latency of infation We present a 00”””6?“ programming formulation for _th_e
continuous Capacity Assignment (CA) problem and solve it in

transfer. Indeed, it is well known that TCP accounts for agre ; .
e case of corporate Virtual Private Networks (where the ca

amount of the total traffic volume in the Internet, and amo e , ' .
all the TCP flows, a vast majority is represented by shogtiv acity is I_eased from a Ion_g distance carrier, ar_1d_ costsiare d
rectly derived from the leasing fees). When explicitly ddes-

flows (also called mice), while the rest is represented bg-on: 0 .
lived flows (also called elephants) [2], [3]. ing TCP traffic it is also necessary to tackle the Buffer Assig

The description of traffic patterns inside the Internet isa p MENt (BA) problem, for which we propose an efficient solution
ticularly delicate issue, since it is well known that IP peisk for the droptail case as well as for more advanced Active Queu
do not arrive at router buffers following a Poisson procds [ Management (AQM) schemes, like RED [10]. .
but a higher degree of correlation exists. Traditionallthex This paper is orgamzed as follows. Section Il describes the
M/M/1 or M/M/1/B queueing models were considered ageneral network design methodology. The e2e QoS mapping
good representations of packet queueing elements in the H ransport- and network-layer performance constsaiand
work. However, the traffic flowing in IP networks is known tg>CMe ranslations examples, are described in section 8eg:

e : ; 11-B lists the assumptions needed for the modeling phas
exhibit Long Range Dependent (LRD) behaviors, which caul@n!l- .
queue dynamics to severely deviate from the above model ppdd discusses CA and BA problems. Results obtained for both
blems are tabulated and compared with resulisse? sim-

dictions. For these reasons, the usual approach of modelﬂfg. ; . : . ; :
ulations in Section lll. Conclusions are given in Section IV
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Fig. 2. RT'T Constraints as Given by the Transport Layer QoS Translator
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Fig. 1. Schematic Flow Diagram of the Network Design MetHodg

) ) To solve the translation problem, we exploit recent researc
shows the flow diagram of the design methodology. Shadgdsyits in the field of TCP modeling (see [9] and the refersnce
rounded boxes represent function blocks, while white jpeltal  therein). Our approach is based on the inversion of such TCP
grams represent input/output of functions. There are tin@e  models, taking as input either the connection throughpther
blocks, which correspond to the classic blocks in constinfile transfer latency, and obtaining as outputs RTT and packe
optimization problemsconstraints(on the left),inputs(on the |oss. Among the many models of TCP presented in the litera-
bottom right) andbptimization proceduréon the top right). As tyre, we use the TCP latency model described in [11]. We will
constraints we consider, for every source/destination [fz¢ refer to this model as CSA model (from authors’ name). When
specification of user-layer QoS parameters, such as web pagfsidering throughput, we instead exploit the formulali?]|
download latency. Thanks to the definition@6S translators referred as PETK model.
all the user-layer constraints are then mapped into loesgefl  There are at least two parameters that affect TCP throughput
constraints, down to the IP layer. (or latency), i.e.,RT'T and P,,,s. We decided to fix theP;.
parameter, and leav@T'T as free variable. This choice is due
to the considerations that the loss probability has a langeact
_ o on the latency of very short flows, and that it may impact the

The process of translating QoS specifications between difatwork load due to retransmissions. Therefore, after €hoo
ferent Iayer_s of the protqcol stack is called QoS transmup ing a value forP,,,,, a set of curves can be derived, showing
QoS mapping. According to the Internet protocol architegne pehavior of?7T versus file latency and throughput. From
ture, at least two QoS mapping procedures should be consigbse curves, it is then possible to derive the maximum allow

ered in our case; the first one translates the applicatiperlagple R77. The inversion of the CSA and PFTK formulas is
QoS constraints into transport-layer QoS constraints, thed gptained using numerical algorithms.

A. QoS translators

second translates transport-layer QoS constraints inwonk-  For example, given the file transfer latency and a fixed
layer QoS constraints, such &ound Trip Time(RTT) and  throughput of512 kbps constraints, the curves of Fig. 2 re-
Packet Loss ProbabilityFs). port the maximum admissibl&7'T" which satisfies the most

1) Application-Layer QoS translatorThis module takes as stringent constraint for different values Bf, .
input the application-layer QoS constraints, such as weje pa

transfer latency, data throughput, audio quality, etc.e@ithe o . )
multitude of Internet applications, it is not possible toide a B- Optimization formulation and solution
generic procedure to solve this problem, and in this papaetave 1) Network model: In order to obtain a useful formulation
not focus on generic translators, since ad-hoc solutioosldh of the CA problem, it is necessary on one side to be accurate in
be used depending on the application. the prediction of the performance metrics of interest (ager

2) Transport-Layer QoS translatorsThe translation from delay, packet loss probability), while on the other sideitim
transport-layer QoS constraints to network-layer QoSrpara ing the complexity of the model, (i.e., we are forced to adopt
ters, such as Round Trip Time and Packet Loss Probabilitynsdels allowing a simple closed-form solution).
more difficult. This is mainly due to the complexity of the TCP In [9], a simple and quite effective expedient was proposed t
protocol, because of the error, flow and congestion conlgola accurately predict the performance of network elementgstib
rithms it implements. The TCP QoS translator accepts agsnpto TCP traffic, using Markovian queueing models. The main
either the maximunfile transfer latency{L.), or the minimum idea behind the approach consists in reproducing the eftdct
file transfer throughpu€Z;,). We impose that all flows shortertraffic correlations on network queueing elements by meéns o
than a given threshold (i.e., mice) meet the maximum filesrarMarkovian queueing models with batch arrivals. The chofce o
fer latency constraint, while longer flows (i.e., elephquatise  using batch arrivals following a Poisson process has tharadv
subjected to the throughput constraint. Obviously, theemorage of combining the nice characteristics of Poisson mseEe
stringent constraints among latency and throughput witldre  (analytical tractability in the first place) with the positlp
sidered. For example, from the knowledge of fluav length of capturing the burstiness of the TCP/IP traffic. Hence, we
distribution[3], is possible to say that 85% of all TCP flows arenodel network queueing elements usiifjx|/M/1 queues.
shorter than 20 packets. For these flows, the latency camistra’he batch size varies between 1 dftwith distribution[X],
must hold. wherelV is the maximum TCP window size expressed in seg-

The maximumRT'T and P, that satisfy both constraints ments. The distributiofX ] is obtained considering the number
constitute the output of this translator. of segments that TCP sources send in @I’ for a given



flow length distribution [9]. The Markovian assumption fbet = Z 01(rsd)ysa V1 (4)

batch arrival process is mainly justified by the Poissonmgsu (s.d)
tion for the TCP connection generation process (when dgalin
with TCP mice), as well as the fairly large number of TCP con- C>fiz0 VI (5)

nections simultaneously present in the network. Given the fl

length distribution, a stochastic model of TCP (descrilng@]) The objective function (1) represents the total link costiol

. : X o + is the sum of the cost functions of lirikg; (C;). Equation (2) is
is used to obtain the batch size distributidf]. The evaluation yo o5 packet delay constraint for each source/destingdio.
of [X] is done only once before starting the CA optimization. It says that the total amount of delay experienced by all the

2) Problem f(_)rmulation: The decision of fixing “a-p.riori” flows routed on a path should not exceed the maxiniify’
the loss probability allows us to decouple the CA solutiamfr (see section II-A) minus the propagation delay of the route.

the BA solution. We first solve the CA problem (properly se- ¢ ayerage queueing delay is expressed by considering an
lecting the capacity of links) considering the e2e delay-corA/[[X]/M/l/oo queue [13]:

straints only. Then, we enforce the loss probability to meet
the P,,ss constraints by properly choosing buffer sizes. In the

first optimization, a queueing model with infinite buffersliwi E[T) = E_1 (6)
be used, i.e., &/[x1/M/1/oc queueing model. This provides pe—1f
a pessimistic estimate of the queueing delay that packéts su / "
fer with finite buffers, which will results from the secondtibp K — Mix) + Mix; @)
inswljzsiggn step, during which ai/[x;/M /1/B queueing model 2me]
The following notation is necessary for developing a math¥heremy, andmy, are the first and second moments of the
matical model for the CA and BA problems: batch size distributiopX ] and1/p is the average packet length.
Equation (4) defines the average data flow on the link. The
C the capacity of link. average traffic requirements between nodes can be repedsent
fi the average data flow on link by a requirement matrik = {44}, where9., is the average
d; the physical length of link. packet transfer rate from sourg¢o destinationi. We consider
RTT.y the Round Trip Time of path,,. as traffic offered to the network,y = Ysq/(1 — Poss), thus
B, the buffer size of link. accounting for the retransmissions due to the losses thas flo
61(rsq) indicator function (which is one if link is experience along their path to the destination.
in pathr,4 and zero otherwise). Constraints (5) are non—negativity constraints.
Poss(rsq)  the desired e2e loss probability for path. ~ We notice that the objective function and the constraintfun
Ved the traffic offered on path. tions are (weakly) convex, therefore the CA problem s a eanv
] ] ] optimization problem.
a) The Capacity Assignment problenDifferent formu- b) The Buffer Assignment problemAs final step in our

lations of the CA problem result by selecting i) the cost fungnethodology, we need to dimension buffer sizes, i.e., teesol
tions ;(C}), ii) the routing model, and iii) the capacity con-the following problem:

straints. In this paper we focus on the VPN case, in which

common assumptions are i) linear cost, i@(C;) = d,Cj, T — i hi(B 8

if) non-bifurcated routing, and iii) continuous capadgitie B mmzl: !(B1) ®)
For each source/destination pair, d), the traffic is trans-

mitted over exactly one directed path in the network. Eadubject to:

path is determined by the fixed routing algorithm choosing

from a set of path® = {p,s}. Considering that TCP is a s B.C XN <P V (s.d 9
closed-loop control protocol, we define as transport paitité) zl: 1(rsa)-P(Br, Cos J1, [X]) < Ploss(rsa) ¥ (s:d)  (9)

Tsd = Psd U Pds-
~ As previously said, we solve the CA problem by consider- B, >0 VI (10)
ing infinite size buffers. The only constraint that has to ket m o )
is therefore the e2e packet delay, which is evaluated thanksThe objective function (8) represents the total buffer cost
the adoption of theV{x|/M/1/cc model for links. Given the Which is the sum of the cost functions of bufferh;(B;) =
network topology, the traffic requirements, and the routinig  Bi-  Equation (9) is the loss probability constraint for each
possible to formulate the CA problem as follows. source/destination pair. Constraints (10) are non—ndbati
constraints. p(B;, Cy, f1,[X]) is the average loss probability
Zes = min Z a(C) 1) E);mgy[x]/M/l/B queue, which is evaluated by solving the
The proofthat the BA problem is a convex optimization prob-
subject to: lem is not a straightforward task. The difficulty in this pfoo
derives from the need of showing thatB, C, f, [X]) is con-
K, 51(rsa) vex. Since, to the best of our knowledge, no closed form ex-
— Z c 7 < delay(rsa) V (s,d) (2) pression forthé/x|/M/1/B stationary distribution is known,
pog G- fi no closed form expression fe B, C, f, [X]) can be derived.
However, we conjecture that the BA problem is a convex op-
delay(rsq) = RTTsq — Tea — Tas Y (s,d) (3) timization problem by considering that: (i) for ad/M/1/B

l
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Fig. 3. TCP Connection Length Cumulative Distributions. choosing at random a server—client pair, and are opened at in

stants described by a Poisson process. Connection opening

queuep(B,C, f) is a convex function (see [14]); and (i) ap-rates are determined so as to set the link figuts their desired
proximatingp(B, C, f, [X]) = >_7° 5 mi, wherer; is the sta- values. The packet size is assumed constant, equal to the max
tionary distribution of anV/|x)/M/1/cc queue, the loss prob- imum segment sizel( S.S), the maximum window size is as-
ability is a convex function oB3. o sumed to be 32 segments. The amount of data to be transferred

We solve the minimization problems applying first a conyy each connection (i.e., the file size) is expressed in nuofbe
straints reduction procedure which reduces the set of @int  segments. We consider a mixed traffic scenario where the file
by eliminating redundancies. Then the solution of the CA angle follows the distribution shown in Fig. 3, which is deil
BA problems is obtained using tHegarithm barrier method from one-week long measurements, conduced in [3], in three
see [15]. different time periods. In particular, we report the disized

c) Setting the AQM parametersThe output of the BA cpF, obtained by splitting the flow distribution in 15 groups

problem is the buffer sizés; for each router interface, assumyyith the same number of flows per group, from the shortest to
ing a droptail behavior. If more advanced AQM schemes are dfiz |ongest flow, and then computing the average flow length in
ployed by network providers to enhance the TCP performanegch group. The large plot reports the discretized CDF using
it is possible to derive guideline for the configuration oé thbytes as unit, while the inset one reports the same disiiut
AQM parameters as well. In this paper, we consider Randqgking today’s most commoi/SS of 1460 bytes as unit. We

Early Detection (RED) [10] as an example, and discuss how {@e the most recent measurements in the following simulgtio
set its parameters.

The original RED algorithm has three static parametes Multi-bottleneck topologies
min_th, max_th, max_p, and one state variablewg. When " i . o
the average queue lengthg exceedsnin_th, an incoming _ AS a first example, we present results obtained considering

packet is dropped with a probability that is a linear functioth® multi-bottleneck mesh network shown in Fig. 4. The net-
of the average queue length. In particular, the packet drdﬁork topology comprises 5 nodes and 12 links. In this case,
ping probability increases linearly form 0 t@az_p, asavg link propagation delays are all equal to 0.5ms, that cooedp
increases fromnin_th to maz_th. When the average queue© a link length of 150 Km. Fig. 4 reports link identifiers, kin
size exceedswaz_th, all incoming packets are dropped. routlngAwelghts (in parentheses), and the traffic requirgme
Ideally, the buffer size should be sufficiently large to avoimatrixI'. Routing weights are chosen in order to have one sin-

that packets are dropped at the queue due to buffer overfl@h path for every source/destination pair. A number ofygeri
Therefore, we choosB; = a.max_th, o > 1, e.g.,a = 2 as eral links (not shown in the picture) are attached to eactenod

suggested in the “gentle” variation of RED. These links are not congested, being their capacities ¢gGal
Therefore, the RED parameter dimensioning problem can B®ps, and their propagation delays are uniformly distelut
solved by imposing that: between 0.01 and 0.03ms.

We choose as target parameters the following: latdncy
0.3s for flows shorter than 20 segments, throughgut> 512
Kbps for flow longer than 20 segments aRd,; = 0.01. Us-

i ) ) ing the transport layer QoS translator, we obtain the edprita

Note that (11) fixesmaz_p, by imposing that the aver- constraintR7T < 0.03s (for the sake of simplicity, in the ex-
age RED dropplng probabll!ty eyaluated at the average qQuelBples we will consideRT T,y = RTT, V s, d), which corre-
length E,[ V] (obtained considering th&/(x;/M/1/B queue) gnonds to meet the most stringent latency constraint (Fig. 2
satisfies theFjoss(rsq) constraint in (9). Finally, we set " The CA and BA problems associated with this network have
min_th; = f.max_th;, § < 1. In the numerical examples 12 ynknown variables and 11 constraint functions (we hase di

El [N] — min_thl

B, C X|) =
p(B1, G, fi, [X1) max_th; — min_th;

max_p; (12)

that follow, we selected = 2, § = 1/16. carded 9 redundant constraint functions). As results, it ca
be noticed that the link utilization factors are in the range
[1l. NUMERICAL EXAMPLES AND SIMULATIONS [0.67,0.89], with average equal to abopt= 0.8. Buffer sizes

In this section we present some selected numerical resuteg in the rangg70 : 270], with averageB = 175, which
showing the accuracy of the IP network designs produced igyabout 4 times the average number of packets in the queue
our methodology. In order to validate our approach, we rd#&[N] = 40). This is due to the bursty arrival process of IP
simulation experiments using the software 2. traffic, which is well captured by th#fx;/A/1/B model.

We assume that New Reno is the TCP version of interest.In order to obtain some comparisons, we also implemented
In addition, we assume that TCP connections are establisteedesign procedure using the classical formula, see [1glwhi
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2007 Fig. 7 shows the range of network link utilizations versus

traffic load (top plot). Looking at how traffic requiremenis-i
o | | pact the CA problem, we observe that the larger is the traffic
load, the higher the utilization factor. This is quite iniely

50 /\M explained by a higher statistical multiplexing gain, andtigy
e fact that theRT'T is less affected by the transmission delay of

packets at higher speed. The behavior of buffer sizes versus

traffic requirements is shown on the bottom plot. As expected

Fig. 5. Link Utilization Factor and Buffer Size for a 5-Nodetork. the larger is the traffic load the higher the space neededsneju

(buffer sizes).
considers anf/M/1 queue model in the CA problem. We, The impact of more stringent QoS requirements is considered

. Fig. 8 (P,ss = 0.01, link traffic load = 15 Mbps). Notice
e o e e e ose e, i orr 0 sty @ very ot consicaint offe
same constraints also in the classical approach. In Figt 5 gtency smaller than 0.2s for all flows shorter than 20 segsnen

can be immediately noticed that considering the burstinéss'mposes. a utilization clos_e to 20% on some particularly con-
IP traffic radically changes the network design. Indeedlittke gested links (top plot). Tight constraints mean packetydela

utilizations obtained with our methodology are much smrall%g'th small values and thus greater capacity values comugrni

than those produced by the classical approach, and buffers e link flows. On _the contrary, re_Iaxing_the_ QoS constraints
much longer ' we note a general increase in the link utilization, up to 90%.

To asses the quality of the design results, werra2 simu- The figure also shows, on the left, a boundary which cor-
lations for droptail and RED buffers. We report detaileduitss responds to the propagation delay (considering the lomgest

: ; S ork path) translated to a transport layer performanceatdr.
selecting traffic from node 4 to node 1, which is routed over orgn thFi)s bgundary the packet dglay isyzer% thus link cacit
of the most congested path (three hops, over links: 8,7i6)6F '

plots the file transfer latency for all flow size classes fer ¢b- te_n_cé to t'Ef'r;!te' O_n 'E(\r/]ve ”gh_t’ we I_Ijﬁlvef_la fECO?d li)otundar_y that
lected source destination pair. The QoS constraint of @bs ]dIVI i?\s me |(;:j1utrre :2,[ r?trﬁgllor;tsr ienl (?rr:ant)s ?]r \E/ii erncﬂ;ﬁ
the maximum latency is also reported. We can see that moggfn ant constraint on the [eft region. 1he behavior o

results and simulation estimates are in perfect agreemigmt V\g';ﬁsrx%rlilis file ransfer latency requirements is showmen t

specifications, being the constraints perfectly satisfadafl Finally, Fig. 9 shows link utilizations and buffer sizes s

flows shorter than 20 segments. Note also that longer flows g different packet loss probability constraints, wHieep-

obtain a much higher throughput than the target, because g !
flow transfer latency constraint is more stringent (as aisms lerg ;'X5ef|2 tEg féle("':srt]f;;ircl?gggc_%l;hﬂéssf)indog\]lzgzglhp;;
in Fig. 2). It is important to observe that a network dimen-" = P ~ PS). Y

. . - ; ncrease ofP,,,, values forces the transport layer QoS trans-
zg)r?si(rja?nstg]g the classical approach cannot satisfy all 6 Q:ator to reduce theRT'T to meet the QoS constraints. As a

. nsequence, the utilization factor decreases (top plot).
a ﬁzt\i/c?rekccég?n%):zmzlelgf rToudlg Sbc;trtllgnze : Iiiaokr)sélolg:)cl);/v :”C?goff More interesting is the effect of selecting different vl ud
source/destination pairs, traffic is routed over a singlth.pao16655Ogutf)fléf:esrizsééelzrgbg:t?hrgnpg%‘ Iggigtds' ;?eog&?ﬁﬁé dSWhiIe
Link propagation delays are uniformly distributed betwéedd - 9 P q '
and 0.5ms, i.e., link lengths vary between 15 Km and 150 KanDloss < 0.02 can be guaranteed with buffers shorter than 70

The traffic requirement matrix is set to obtain an average Iirg %l(igtﬁthcrgstL?ZgLStzn;z ifsr;)(?; trzgdcgl"ela“o” of TCP waffi
flow of about 15 Mbps. P y :

The CA and BA problems associated with this network havet\ S!mulatmns u_sm?lns-z confirm that the target QoS con-
24 unknown variables and 66 constraint functions (we hase dP raints are met in all cases.
carded 24 redundant constraint functions). We considéred t
same design target parameters as for the previous example. | IV. CONCLUSION

order to observe the impact of traffic load and performanece co In this paper, we have proposed a new packet network design
straints on our design methodology, we consider different nand planning approach that is based on user-layer QoS param-

merical experiments. eters.
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(considering different source/destination traffics). (considering different target packet loss probabilities)

1

Examples of application of the proposed design methodol-
ogy to different networking configurations have shown the ef
fectiveness of our approach.
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