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Abstract— Traditional approaches to optimal design and planning of
packet networks focus on the network-layer infrastructure. In this pa-
per we describe a simple methodology to tackle the packet network design
problem, considering as constraints the end-to-end Quality of Service (e2e
QoS) metrics, and we illustrate its application to the optimization of link
capacities in a corporate Virtual Private Network (VPN). Weuse a realistic
representation of traffic patterns at the network layer to design the IP net-
work. Examples of application of the proposed design methodology to dif-
ferent networking configurations show the effectiveness ofour approach.

Index Terms—Networks design and planning, TCP/IP, queueing the-
ory, optimization

I. I NTRODUCTION

PACKET network design is an old problem, that was exten-
sively investigated in the early days of packet networks,

starting with the seminal work of Kleinrock in the mid-sixties
[1].

The traditional approaches to optimal design and planning of
packet networks focus on the network-layer infrastructure, thus
neglecting end-to-end Quality of Service (e2e QoS) issues,and
Service Level Agreement (SLA) guarantees. This is quite inap-
propriate, since the Internet today carries a wide range of crit-
ical telecommunication services, and design approaches based
on end-to-end QoS are a must.

From the end user’s point of view, QoS is driven by end-
to-end performance parameters, such as data throughput, web
page latency, transaction reliability, etc. Matching the user-
layer QoS requirements to the network-layer performance pa-
rameters is not a straightforward task. The QoS perceived by
end users in their access to Internet services is mainly driven
by TCP, the reliable transport protocol of the Internet, whose
congestion control algorithms dictate the latency of information
transfer. Indeed, it is well known that TCP accounts for a great
amount of the total traffic volume in the Internet, and among
all the TCP flows, a vast majority is represented by short-lived
flows (also called mice), while the rest is represented by long-
lived flows (also called elephants) [2], [3].

The description of traffic patterns inside the Internet is a par-
ticularly delicate issue, since it is well known that IP packets
do not arrive at router buffers following a Poisson process [4],
but a higher degree of correlation exists. Traditionally, either
M/M/1 or M/M/1/B queueing models were considered as
good representations of packet queueing elements in the net-
work. However, the traffic flowing in IP networks is known to
exhibit Long Range Dependent (LRD) behaviors, which cause
queue dynamics to severely deviate from the above model pre-
dictions. For these reasons, the usual approach of modeling
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packet networks as networks of M/M/1 queues [5], [6], [7] ap-
pear now inadequate for the design of such networks.

In [8], the authors for the first time abandon the Markovian
assumption in favor of a LRD traffic model, i.e., a Fractional
Brownian Motion model. They solve the discrete Capacity As-
signment (CA) problem under network e2e delay constraints
only, using Simulated Annealing metaheuristic. Unfortunately,
explicitly considering LRD traffic models is not practical.In-
deed, queues driven by LRD processes are very difficult to
study, and only few asymptotic results exist. To the best of
our knowledge, no closed formula exists for queues fed by LRD
processes, which relates the queue performance to input param-
eters.

The challenge in the area of network design is how to devise
reasonable packet network design methodologies that allowthe
choice of the most adequate set of network resources for the
delivery of a given mix of services with the desired level of
e2e QoS and, at the same time, consider the traffic dynamics of
today packet networks.

In this paper, we propose a packet network design and plan-
ning approach that considers the dynamics of packet networks,
as well as the effect of protocols at the different layers of the
Internet architecture on the e2e QoS experienced by end users.
Our proposed approach maps the end-user performance con-
straints into transport-layer performance constraints first, and
then into network-layer performance constraints. The latter are
then considered together with a refined IP traffic modeling tech-
nique, already presented in [9], that is both simple and capa-
ble of producing accurate performance estimates for general-
topology packet networks loaded by realistic traffic patterns.

We present a nonlinear programming formulation for the
continuous Capacity Assignment (CA) problem and solve it in
the case of corporate Virtual Private Networks (where the ca-
pacity is leased from a long distance carrier, and costs are di-
rectly derived from the leasing fees). When explicitly consider-
ing TCP traffic it is also necessary to tackle the Buffer Assign-
ment (BA) problem, for which we propose an efficient solution
for the droptail case as well as for more advanced Active Queue
Management (AQM) schemes, like RED [10].

This paper is organized as follows. Section II describes the
general network design methodology. The e2e QoS mapping
into transport- and network-layer performance constraints, and
some translations examples, are described in section II-A.Sec-
tion II-B lists the assumptions needed for the modeling phase,
and discusses CA and BA problems. Results obtained for both
problems are tabulated and compared with results ofns-2 sim-
ulations in Section III. Conclusions are given in Section IV.

II. IP NETWORK DESIGN METHODOLOGY

The IP network design methodology that we propose in this
paper is based on a “Divide and Conquer” approach. Fig. 1
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Fig. 1. Schematic Flow Diagram of the Network Design Methodology

shows the flow diagram of the design methodology. Shaded,
rounded boxes represent function blocks, while white parallelo-
grams represent input/output of functions. There are threemain
blocks, which correspond to the classic blocks in constrained
optimization problems:constraints(on the left),inputs(on the
bottom right) andoptimization procedure(on the top right). As
constraints we consider, for every source/destination pair, the
specification of user-layer QoS parameters, such as web page
download latency. Thanks to the definition ofQoS translators,
all the user-layer constraints are then mapped into lower-layer
constraints, down to the IP layer.

A. QoS translators

The process of translating QoS specifications between dif-
ferent layers of the protocol stack is called QoS translation or
QoS mapping. According to the Internet protocol architec-
ture, at least two QoS mapping procedures should be consid-
ered in our case; the first one translates the application-layer
QoS constraints into transport-layer QoS constraints, andthe
second translates transport-layer QoS constraints into network-
layer QoS constraints, such asRound Trip Time(RTT ) and
Packet Loss Probability(Ploss).

1) Application-Layer QoS translator:This module takes as
input the application-layer QoS constraints, such as web page
transfer latency, data throughput, audio quality, etc. Given the
multitude of Internet applications, it is not possible to devise a
generic procedure to solve this problem, and in this paper wedo
not focus on generic translators, since ad-hoc solutions should
be used depending on the application.

2) Transport-Layer QoS translators:The translation from
transport-layer QoS constraints to network-layer QoS parame-
ters, such as Round Trip Time and Packet Loss Probability is
more difficult. This is mainly due to the complexity of the TCP
protocol, because of the error, flow and congestion control algo-
rithms it implements. The TCP QoS translator accepts as inputs
either the maximumfile transfer latency(Lt), or the minimum
file transfer throughput(Th). We impose that all flows shorter
than a given threshold (i.e., mice) meet the maximum file trans-
fer latency constraint, while longer flows (i.e., elephants) are
subjected to the throughput constraint. Obviously, the more
stringent constraints among latency and throughput will becon-
sidered. For example, from the knowledge of theflow length
distribution[3], is possible to say that 85% of all TCP flows are
shorter than 20 packets. For these flows, the latency constraint
must hold.

The maximumRTT andPloss that satisfy both constraints
constitute the output of this translator.
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Fig. 2. RTT Constraints as Given by the Transport Layer QoS Translator

To solve the translation problem, we exploit recent research
results in the field of TCP modeling (see [9] and the references
therein). Our approach is based on the inversion of such TCP
models, taking as input either the connection throughput orthe
file transfer latency, and obtaining as outputs RTT and packet
loss. Among the many models of TCP presented in the litera-
ture, we use the TCP latency model described in [11]. We will
refer to this model as CSA model (from authors’ name). When
considering throughput, we instead exploit the formula in [12],
referred as PFTK model.

There are at least two parameters that affect TCP throughput
(or latency), i.e.,RTT andPloss. We decided to fix thePloss

parameter, and leaveRTT as free variable. This choice is due
to the considerations that the loss probability has a largerimpact
on the latency of very short flows, and that it may impact the
network load due to retransmissions. Therefore, after choos-
ing a value forPloss, a set of curves can be derived, showing
the behavior ofRTT versus file latency and throughput. From
these curves, it is then possible to derive the maximum allow-
ableRTT . The inversion of the CSA and PFTK formulas is
obtained using numerical algorithms.

For example, given the file transfer latency and a fixed
throughput of512 kbps constraints, the curves of Fig. 2 re-
port the maximum admissibleRTT which satisfies the most
stringent constraint for different values ofPloss.

B. Optimization formulation and solution

1) Network model: In order to obtain a useful formulation
of the CA problem, it is necessary on one side to be accurate in
the prediction of the performance metrics of interest (average
delay, packet loss probability), while on the other side limit-
ing the complexity of the model, (i.e., we are forced to adopt
models allowing a simple closed-form solution).

In [9], a simple and quite effective expedient was proposed to
accurately predict the performance of network elements subject
to TCP traffic, using Markovian queueing models. The main
idea behind the approach consists in reproducing the effects of
traffic correlations on network queueing elements by means of
Markovian queueing models with batch arrivals. The choice of
using batch arrivals following a Poisson process has the advan-
tage of combining the nice characteristics of Poisson processes
(analytical tractability in the first place) with the possibility
of capturing the burstiness of the TCP/IP traffic. Hence, we
model network queueing elements usingM[X]/M/1 queues.
The batch size varies between 1 andW with distribution[X ],
whereW is the maximum TCP window size expressed in seg-
ments. The distribution[X ] is obtained considering the number
of segments that TCP sources send in oneRTT for a given



flow length distribution [9]. The Markovian assumption for the
batch arrival process is mainly justified by the Poisson assump-
tion for the TCP connection generation process (when dealing
with TCP mice), as well as the fairly large number of TCP con-
nections simultaneously present in the network. Given the flow
length distribution, a stochastic model of TCP (described in [9])
is used to obtain the batch size distribution[X ]. The evaluation
of [X ] is done only once before starting the CA optimization.

2) Problem formulation: The decision of fixing “a-priori”
the loss probability allows us to decouple the CA solution from
the BA solution. We first solve the CA problem (properly se-
lecting the capacity of links) considering the e2e delay con-
straints only. Then, we enforce the loss probability to meet
thePloss constraints by properly choosing buffer sizes. In the
first optimization, a queueing model with infinite buffers will
be used, i.e., aM[X]/M/1/∞ queueing model. This provides
a pessimistic estimate of the queueing delay that packets suf-
fer with finite buffers, which will results from the second opti-
mization step, during which anM[X]/M/1/B queueing model
is used.

The following notation is necessary for developing a mathe-
matical model for the CA and BA problems:

Cl the capacity of linkl.
fl the average data flow on linkl.
dl the physical length of linkl.
RTTsd the Round Trip Time of pathrsd.
Bl the buffer size of linkl.
δl(rsd) indicator function (which is one if linkl is

in pathrsd and zero otherwise).
Ploss(rsd) the desired e2e loss probability for pathrsd.
γsd the traffic offered on pathrsd.

a) The Capacity Assignment problem:Different formu-
lations of the CA problem result by selecting i) the cost func-
tions gl(Cl), ii) the routing model, and iii) the capacity con-
straints. In this paper we focus on the VPN case, in which
common assumptions are i) linear cost, i.e.,gl(Cl) = dlCl,
ii) non-bifurcated routing, and iii) continuous capacities.

For each source/destination pair(s, d), the traffic is trans-
mitted over exactly one directed path in the network. Each
path is determined by the fixed routing algorithm choosing
from a set of pathsP = {psd}. Considering that TCP is a
closed-loop control protocol, we define as transport path (route)
rsd = psd ∪ pds.

As previously said, we solve the CA problem by consider-
ing infinite size buffers. The only constraint that has to be met
is therefore the e2e packet delay, which is evaluated thanksto
the adoption of theM[X]/M/1/∞ model for links. Given the
network topology, the traffic requirements, and the routing, it is
possible to formulate the CA problem as follows.

ZCA = min
∑

l

gl(Cl) (1)

subject to:

K1

µ

∑

l

δl(rsd)

Cl − fl

≤ delay(rsd) ∀ (s, d) (2)

delay(rsd) = RTTsd − τsd − τds ∀ (s, d) (3)

fl =
∑

(s,d)

δl(rsd)γsd ∀ l (4)

Cl ≥ fl ≥ 0 ∀ l (5)

The objective function (1) represents the total link cost, which
is the sum of the cost functions of linkl, gl(Cl). Equation (2) is
the e2e packet delay constraint for each source/destination pair.
It says that the total amount of delay experienced by all the
flows routed on a path should not exceed the maximumRTT
(see section II-A) minus the propagation delay of the route.

The average queueing delay is expressed by considering an
M[X]/M/1/∞ queue [13]:

E[T ] =
K

µ

1

C − f
(6)

K =
m′

[X] + m′′

[X]

2m′

[X]

(7)

wherem′

[X] andm′′

[X] are the first and second moments of the
batch size distribution[X ] and1/µ is the average packet length.

Equation (4) defines the average data flow on the link. The
average traffic requirements between nodes can be represented
by a requirement matrix̂Γ = {γ̂sd}, whereγ̂sd is the average
packet transfer rate from sources to destinationd. We consider
as traffic offered to the networkγsd = γ̂sd/(1 − Ploss), thus
accounting for the retransmissions due to the losses that flows
experience along their path to the destination.

Constraints (5) are non–negativity constraints.
We notice that the objective function and the constraint func-

tions are (weakly) convex, therefore the CA problem is a convex
optimization problem.

b) The Buffer Assignment problem:As final step in our
methodology, we need to dimension buffer sizes, i.e., to solve
the following problem:

ZBA = min
∑

l

hl(Bl) (8)

subject to:

∑

l

δl(rsd).p(Bl, Cl, fl, [X ]) ≤ Ploss(rsd) ∀ (s, d) (9)

Bl ≥ 0 ∀ l (10)

The objective function (8) represents the total buffer cost,
which is the sum of the cost functions of bufferl, hl(Bl) =
Bl. Equation (9) is the loss probability constraint for each
source/destination pair. Constraints (10) are non–negativity
constraints. p(Bl, Cl, fl, [X ]) is the average loss probability
for theM[X]/M/1/B queue, which is evaluated by solving the
CTMC.

The proof that the BA problem is a convex optimization prob-
lem is not a straightforward task. The difficulty in this proof
derives from the need of showing thatp(B, C, f, [X ]) is con-
vex. Since, to the best of our knowledge, no closed form ex-
pression for theM[X]/M/1/B stationary distribution is known,
no closed form expression forp(B, C, f, [X ]) can be derived.
However, we conjecture that the BA problem is a convex op-
timization problem by considering that: (i) for anM/M/1/B



0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

102 103 104 105 106

Bytes

Packets

2002
2001
2000

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

  2   4   8  16 32 64128256

Fig. 3. TCP Connection Length Cumulative Distributions.

queue,p(B, C, f) is a convex function (see [14]); and (ii) ap-
proximatingp(B, C, f, [X ]) =

∑
∞

i=B πi, whereπi is the sta-
tionary distribution of anM[X]/M/1/∞ queue, the loss prob-
ability is a convex function ofB.

We solve the minimization problems applying first a con-
straints reduction procedure which reduces the set of constraints
by eliminating redundancies. Then the solution of the CA and
BA problems is obtained using thelogarithm barrier method,
see [15].

c) Setting the AQM parameters:The output of the BA
problem is the buffer sizeBl for each router interface, assum-
ing a droptail behavior. If more advanced AQM schemes are de-
ployed by network providers to enhance the TCP performance,
it is possible to derive guideline for the configuration of the
AQM parameters as well. In this paper, we consider Random
Early Detection (RED) [10] as an example, and discuss how to
set its parameters.

The original RED algorithm has three static parameters
min th, max th, max p, and one state variableavg. When
the average queue lengthavg exceedsmin th, an incoming
packet is dropped with a probability that is a linear function
of the average queue length. In particular, the packet drop-
ping probability increases linearly form 0 tomax p, asavg
increases frommin th to max th. When the average queue
size exceedsmax th, all incoming packets are dropped.

Ideally, the buffer size should be sufficiently large to avoid
that packets are dropped at the queue due to buffer overflow.
Therefore, we chooseBl = α.max th, α > 1, e.g.,α = 2 as
suggested in the “gentle” variation of RED.

Therefore, the RED parameter dimensioning problem can be
solved by imposing that:

p(Bl, Cl, fl, [X ]) =
El[N ] − min thl

max thl − min thl

max pl (11)

Note that (11) fixesmax pl by imposing that the aver-
age RED dropping probability evaluated at the average queue
lengthEl[N ] (obtained considering theM[X]/M/1/B queue)
satisfies thePloss(rsd) constraint in (9). Finally, we set
min thl = β.max thl, β < 1. In the numerical examples
that follow, we selectedα = 2, β = 1/16.

III. N UMERICAL EXAMPLES AND SIMULATIONS

In this section we present some selected numerical results,
showing the accuracy of the IP network designs produced by
our methodology. In order to validate our approach, we ran
simulation experiments using the softwarens-2.

We assume that New Reno is the TCP version of interest.
In addition, we assume that TCP connections are established
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choosing at random a server–client pair, and are opened at in-
stants described by a Poisson process. Connection opening
rates are determined so as to set the link flowsfl to their desired
values. The packet size is assumed constant, equal to the max-
imum segment size (MSS), the maximum window size is as-
sumed to be 32 segments. The amount of data to be transferred
by each connection (i.e., the file size) is expressed in number of
segments. We consider a mixed traffic scenario where the file
size follows the distribution shown in Fig. 3, which is derived
from one-week long measurements, conduced in [3], in three
different time periods. In particular, we report the discretized
CDF, obtained by splitting the flow distribution in 15 groups
with the same number of flows per group, from the shortest to
the longest flow, and then computing the average flow length in
each group. The large plot reports the discretized CDF using
bytes as unit, while the inset one reports the same distribution
taking today’s most commonMSS of 1460 bytes as unit. We
use the most recent measurements in the following simulations.

A. Multi-bottleneck topologies

As a first example, we present results obtained considering
the multi-bottleneck mesh network shown in Fig. 4. The net-
work topology comprises 5 nodes and 12 links. In this case,
link propagation delays are all equal to 0.5ms, that correspond
to a link length of 150 Km. Fig. 4 reports link identifiers, link
routing weights (in parentheses), and the traffic requirements
matrix Γ̂. Routing weights are chosen in order to have one sin-
gle path for every source/destination pair. A number of periph-
eral links (not shown in the picture) are attached to each node.
These links are not congested, being their capacities equalto 30
Mbps, and their propagation delays are uniformly distributed
between 0.01 and 0.03ms.

We choose as target parameters the following: latencyLt ≤
0.3s for flows shorter than 20 segments, throughputTh ≥ 512
Kbps for flow longer than 20 segments andPloss = 0.01. Us-
ing the transport layer QoS translator, we obtain the equivalent
constraintRTT ≤ 0.03s (for the sake of simplicity, in the ex-
amples we will considerRTTsd = RTT, ∀ s, d), which corre-
sponds to meet the most stringent latency constraint (Fig. 2).

The CA and BA problems associated with this network have
12 unknown variables and 11 constraint functions (we have dis-
carded 9 redundant constraint functions). As results, it can
be noticed that the link utilization factors are in the range
[0.67, 0.89], with average equal to aboutρ = 0.8. Buffer sizes
are in the range[70 : 270], with averageB = 175, which
is about 4 times the average number of packets in the queue
(E[N ] = 40). This is due to the bursty arrival process of IP
traffic, which is well captured by theM[X]/M/1/B model.

In order to obtain some comparisons, we also implemented
a design procedure using the classical formula, see [1], which
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considers anM/M/1 queue model in the CA problem. We
also extended the classical approach to the BA problem, which
is solved consideringM/M/1/B queues. We imposed these
same constraints also in the classical approach. In Fig. 5, it
can be immediately noticed that considering the burstinessof
IP traffic radically changes the network design. Indeed, thelink
utilizations obtained with our methodology are much smaller
than those produced by the classical approach, and buffers are
much longer.

To asses the quality of the design results, we ranns-2 simu-
lations for droptail and RED buffers. We report detailed results
selecting traffic from node 4 to node 1, which is routed over one
of the most congested path (three hops, over links: 8,7,6). Fig. 6
plots the file transfer latency for all flow size classes for the se-
lected source destination pair. The QoS constraint of 0.5s for
the maximum latency is also reported. We can see that model
results and simulation estimates are in perfect agreement with
specifications, being the constraints perfectly satisfied for all
flows shorter than 20 segments. Note also that longer flows
obtain a much higher throughput than the target, because the
flow transfer latency constraint is more stringent (as also shown
in Fig. 2). It is important to observe that a network dimen-
sioned using the classical approach cannot satisfy all the QoS
constraints.

As a second example of multi-bottleneck topology we chose
a network comprising 10 nodes and 24 links. For all (90)
source/destination pairs, traffic is routed over a single path.
Link propagation delays are uniformly distributed between0.05
and 0.5ms, i.e., link lengths vary between 15 Km and 150 Km.
The traffic requirement matrix is set to obtain an average link
flow of about 15 Mbps.

The CA and BA problems associated with this network have
24 unknown variables and 66 constraint functions (we have dis-
carded 24 redundant constraint functions). We considered the
same design target parameters as for the previous example. In
order to observe the impact of traffic load and performance con-
straints on our design methodology, we consider different nu-
merical experiments.
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Fig. 7 shows the range of network link utilizations versus
traffic load (top plot). Looking at how traffic requirements im-
pact the CA problem, we observe that the larger is the traffic
load, the higher the utilization factor. This is quite intuitively
explained by a higher statistical multiplexing gain, and bythe
fact that theRTT is less affected by the transmission delay of
packets at higher speed. The behavior of buffer sizes versus
traffic requirements is shown on the bottom plot. As expected,
the larger is the traffic load the higher the space needed in queue
(buffer sizes).

The impact of more stringent QoS requirements is considered
in Fig. 8 (Ploss = 0.01, link traffic load = 15 Mbps). Notice
that, in order to satisfy a very tight constraint of file transfer
latency smaller than 0.2s for all flows shorter than 20 segments
imposes a utilization close to 20% on some particularly con-
gested links (top plot). Tight constraints mean packet delays
with small values and thus greater capacity values concerning
the link flows. On the contrary, relaxing the QoS constraints,
we note a general increase in the link utilization, up to 90%.

The figure also shows, on the left, a boundary which cor-
responds to the propagation delay (considering the longestnet-
work path) translated to a transport layer performance indicator.
On this boundary the packet delay is zero, thus link capacities
tend to infinite. On the right, we have a second boundary that
divides the figure in two regions. The file transfer latency isthe
dominant constraint on the left region. The behavior of buffer
sizes versus file transfer latency requirements is shown on the
bottom plot.

Finally, Fig. 9 shows link utilizations and buffer sizes consid-
ering different packet loss probability constraints, while keep-
ing fixed the file transfer latencyLt ≤ 2s and throughput
Th ≥ 512 Kbps (link traffic load = 15 Mbps). Obviously, an
increase ofPloss values forces the transport layer QoS trans-
lator to reduce theRTT to meet the QoS constraints. As a
consequence, the utilization factor decreases (top plot).

More interesting is the effect of selecting different values of
Ploss on buffer sizes (bottom plot). Indeed, to obtainPloss ≤
0.005, buffer sizes longer than 350 packets are required, while
Ploss ≤ 0.02 can be guaranteed with buffers shorter than 70
packets. This result stems from the correlation of TCP traffic
and is not captured by a Poisson model.

Simulations usingns-2 confirm that the target QoS con-
straints are met in all cases.

IV. CONCLUSION

In this paper, we have proposed a new packet network design
and planning approach that is based on user-layer QoS param-
eters.
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The main novelty of our approach is that it considers the end-
to-end performance constrains at the application layer, mapping
them into transport layer QoS constraints first, and finally into
network layer performance constraints. A second importantim-
provement with respect to traditional packet network design ap-
proaches, which model a communication network as a Jackson
queueing network, thus assuming packet flows to be Poisson,
lies in the fact that we have tried to consider more realistic
packet traffic models, accounting for both long-lived and short-
lived TCP connections, and considering more complex systems
of queues which have been recently proved to effectively repre-
sent the performance of modern IP networks [9].

0

0.2

0.4

0.6

0.8

1

0.005 0.01 0.015 0.02

Li
nk

 U
til

iz
at

io
n

Packet Loss Probability

Average
    Min
    Max

0

100

200

300

400

0.005 0.01 0.015 0.02

B
uf

fe
r 

Le
ng

th
 [p

kt
]

Packet Loss Probability

Average
    Min
    Max

Fig. 9. Link Utilization Factor and Buffer Length for a 10-Node Network
(considering different target packet loss probabilities).

Examples of application of the proposed design methodol-
ogy to different networking configurations have shown the ef-
fectiveness of our approach.
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