
New Semi-Blind Algorithms for Space-Time Rake
Receivers in WCDMA Systems

Claudio J. Bordin Jr., Luiz A. Baccalá and Silvio E. Barbin

Abstract— In this work, we examine the problem of multichan-
nel equalization/identification for W-CDMA systems employing
long codes. We develop new semi-blind algorithms and compare
their performance with that exhibited by the most common
approaches. We verify through numerical simulations, employing
the COST-259 channel propagation model, that classical pilot-
based approaches do not allow W-CDMA systems to achieve
satisfactory capacity, specially in the presence of high data rate
users, and that the proposed semi-blind approaches performed
robustly, leading in general to much smaller error rates.

Index Terms— WCDMA, long coded systems, space-time rake
receiver, COST-259

I. INTRODUCTION

Multichannel equalization algorithms have long been pro-
posed as one of the most promising techniques for increasing
the capacity of CDMA systems. The use of such algorithms
coupled with antenna arrays result in the so-called “smart
antennas” systems, which allow the joint exploitation of both
temporal and spatial diversities as induced by multipath prop-
agation channels. In this work, we evaluate the performance of
several different multichannel algorithms for uplink W-CDMA
reception.

We focused our attention on algorithms capable of operating
with long-coded systems. In fact, despite the academic com-
munity bias towards the development of algorithms for short-
coded systems, the default operation modes of all practical 3G
systems are based on long-codes, making most of the literature
inapplicable in practice (see, e.g., [1], [2]). Regardless of the
claim that short codes ease the implementation of multiuser
detection schemes, their utilization does not guarantee that all
users achieve the same mean performance [3]: this poses issues
that must be well investigated before these systems are used
in practice.

The W-CDMA uplink signal carries a code-multiplexed
pilot signal that allows the receiver to perform trained equal-
ization. However, classical estimation theory results guarantee
that much better performance may be achieved if the random
portion of the signal is also exploited, by means of so-called
“semi-blind” algorithms. Nevertheless, the development of
blind or trained channel equalization/identification algorithms
suitable for long-coded CDMA systems is not an easy task,
since the equivalent transfer function at bit level (considering
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the spread and despread processes) varies over each bit inter-
val, which remains true even if the transmission channel is not
time-varying.

Perhaps due to this difficulty, the first long-code suited
channel identification approaches [4] [5] appeared in the
literature no more than a few years ago. Following the pioneer
approaches, a few others were proposed: in [6] and [7],
multiuser detection algorithms based on iterative maximum-
likelihood techniques were proposed. In [8] and [9], in turn,
some methods based on subspaces were introduced. These
methods, in addition to their enormous complexity, exhibit se-
vere robustness problems, being thus hardly suited for practical
implementations.

Some other identification methods, in spite of their com-
plexity, are robust enough to be considered for practical
implementations. The channel identification method proposed
in [4], for instance, performs channel parameter identification
exploiting the interference randomization induced by long-
code scrambling. Some methods based on the MSNIR (max-
imum signal to noise and interference ratio) criterion [10]
allow direct determination of steering vectors, at the cost of
performing the generalized eigenvalue decomposition of two
matrices (namely, the covariance matrices of the signal from
the user of interest and from the interferers jointly).

In this work, we implement new semi-blind multichannel
equalization methods suitable for long-coded CDMA systems.
This report is organized as follows: in Section II, we describe
the W-CDMA signal model and in Section III the algorithms
we employed in our simulations. In Section IV, we present
some simulation results and, finally, in Section V, we draw
some conclusions.

II. W-CDMA SIGNAL MODEL

The W-CDMA system physical layer specifications ( [11],
[12], [13]) are defined by the TSG-RAN WG1 technical
specification group, being available for download from the
3GPP web site. The WCDMA signal model is very complex,
in the sense that for a given transmission data rate, several
radio configurations are possible, e.g, one can choose between
short or long spreading codes, having a single-coded or a
multi-coded system, etc. In this work, we restricted ourselves
to signal model described in Fig.s 1 and 2, which constitutes
a subset of the standard specifications.

According to this model, the user data stream sk is spread by
the DPDCH (dedicated physical data channel) channelization
code, with processing gain G. The control bit stream bk

(which includes the pilot symbols), in turn, is spread by the
DPCCH (dedicated physical control channel) channelization
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Fig. 1. WCDMA uplink transmitter model used in the simulations; here G is
the interest user processing gain (which is restricted to be a power of 2) and α1

and α2 are constants adjusted by higher protocol layers (these constants are
restricted to be multiples of 1/15). DPDCH and DPCCH stand respectively
for Dedicated Physical Data Channel and Dedicated Physical Control Channel.

code, now with processing gain 256. Both signals are added,
and the result is scrambled with a long complex pseudo-noise
code, whose generation is described in [13]. The resulting
complex discrete-time yk signal is transmitted as an ordinary
QPSK signal y(t): the real part of yk modulates the in-
phase component of y(t) and its imaginary part modulates
the quadrature component (Fig. 2).
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Fig. 2. WCDMA uplink modulator: real and imaginary parts of yk are
mapped respectively onto the in-phase and the quadrature components of
y(t); the standardized pulse shaping filter p(t) has a square-root raised cosine
response with .22 roll-off factor. Here, ωC is the carrier frequency.

The transmitted signal y(t) then propagates through the
wireless medium between the mobile unit and the base station,
where it is received by an L element sensor array. Assuming
that the transmission medium is linear and slowly time-
varying, the i−th element received signal r(i)(t) can be given
by the model described in Fig. 3. There, h(i)(t) models the
impulse response of the channel between the transmitter and
the i−th receiver input, which is assumed to have finite
support. In turn, n(i)(t) models the additive noise contribution
to the i−th receiver output signal. The additive noise is
assumed white, gaussian and spatially uniform.

III. SPACE-TIME RAKE RECEIVERS

The concept of Rake receivers was developed in the early
sixties in the context of analog communications as a way of
exploiting the time diversity provided by multipath commu-
nication channels [14]. This concept was later extended to
the spread spectrum communications context, where it refers
to any receiver which obtains transmitted symbols estimates
combining components of the received signal despread at
different delays.
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Fig. 3. SIMO system resulting from multi-antenna reception; here, h(i)(t)
is the impulse response of the channel between the transmitter and the i−th
receiver output, r(i)(t) is the i−th receiver output signal and, n(i)(t) is the
additive noise contribution to the i−th receiver output signal.
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Fig. 4. Discrete time 1-D (time only) rake MMSE receiver with F fingers.
The weight vector w is adapted in order to minimize the error ek .

The despread components can be combined in different
manners, the most common being equal ratio combining
(where the despread components as simply added up without
any weighting), maximum ratio combing (the components
are weighted proportionally to their individual signal-to-noise
ratios) and minimum-mean square error (MMSE) combining.
This last approach provides optimum performance, but is
computationally more demanding. It can be also shown that
this structure is indeed a chip-level equalizer, in which only
some selected “taps” are used [4]. The combining vector
can be estimated in batch or using traditional RLS or LMS
adaptive algorithms.

In Fig. 4, we depict the structure of an F finger MMSE
rake receiver. This approach has the additional advantage of
automatically solving the carrier phase estimation problem.

Preferably, the F fingers must be chosen among the ones of
largest power. However, specially for rapidly varying channels,
one must cope with phase estimation problem: each despread
component cannot be combined while its phase is not effec-
tively estimated. In our simulations, we addressed this issue
by employing the following algorithm: a total of C, C > F
fingers are initially selected for the “candidate set”. Once one
of the fingers belonging to the candidate set becomes one of
the F most powerful fingers, it enters the “active set” of the F
fingers effectively combined, remaining there until it becomes
weaker than the C most powerful fingers. In our simulations,
we made C = 5 and F = 3 respectively.

The concept of rake combining can be easily extended to
the space-time case, as shown in Fig. 5. In this case, a total



of LF fingers are combined, being F fingers for each of the
L antennas.
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Fig. 5. Discrete time 2-D rake MMSE receiver with F fingers. The weight
vector w is adapted in order to minimize the error ek .

In addition to the MMSE 2-D rake combiner, we also devel-
oped another scheme based on fixed beamforming, where the
outputs of F fixed beamformers (each despreading the signal
at a different delay) are equal-ratio combined (added up). The
performance of both schemes is presented in Section IV.

A. Semi-Blind Approaches

The MMSE spatial and spatio-temporal beamforming algo-
rithms presented in Section III rely on known pilot symbols
for steering vectors estimation. In a practical situation, it
is desirable for the sake of power efficiency to maintain
the pilot (control channel) power as low as possible. This
makes steering vector estimation a hard task, since adaptive
algorithms will have to operate at very low signal-to-noise
ratios.

If both data and control channel bits are used in the steering
vector estimation, it can be easily shown that the estimation
procedure becomes statistically more efficient, that is, these
vectors could be estimated with smaller variance (see e.g.
[15]). In the next sections, we describe three semi-blind spatio-
temporal beamforming approaches, which are later imple-
mented for performance evaluation under realistic situations.

1) MSINR criterion based algorithm: Several multiuser
detection algorithms known in the literature are based on the
MSINR (Maximum Signal to Interference and Noise Ratio)
optimization criterion. According to this criterion, the weights
w are determined in order to maximize the ratio of the
desired signal power by the interference plus noise after rake
combining:

ŵ = arg max
w

wHRSw

wHRF w
(1)

where RS , EssH and RF , EffH are respectively the
covariance matrices of the desired signal (user data estimates)
and the undesired signal (interference and noise) and w is a
vector which groups the 2-D rake receiver weights:
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where L is the number of sensors, F is the number of rake
receiver fingers, vectors ŝ

(i)
k

is defined in Fig. 5, and f̂
(i)

k

collects the noise plus interference estimates.
In our simulations, we estimated the interference plus noise

component through a slight modification of the “code gated”
procedure [10]. The solution to the problem given in Eq. 1 can
be determined by solving the so-called generalized eigenvector
problem. In particular, one must select among the vectors w
that satisfy

RSw = λRF w , (3)

the one which maximizes λ.
As one may notice, the weight vector w is determined

blindly, since the knowledge about the pilot bits was not
exploited. These weights are thus insensitive to carrier phase
rotations. Therefore, the carrier phase must be determined
using the pilot symbols. Fortunately, this is a simple task,
which can be accomplished by a single-tap adaptive filter.

2) Identification based approach: Scanning the literature,
one can find very few blind identification approaches which
are applicable to CDMA systems with long-coded spreading
sequences. Among these algorithms, the one presented in [4]
exhibits at least two favorable qualities:

• Parameter estimation variance is not affected by mis-
matches between the real and the assumed channel order.

• There are no identifiability conditions, that is, there is
no particular channel parameter set which makes the
estimated parameters biased.

The algorithm proposed in [4] makes three restrictive as-
sumptions:

• The spreading sequence is well approximated by an i.i.d
(independent and identically distributed) sequence.

• The system noise is zero-mean and white, both tempo-
rally and spatially.

• The transmitted data is i.i.d.
Under these assumptions, a vector r proportional to the

channel parameters vector can be estimated as the principal
eigenvector of RS − RR, where RR , ErrH is the received
signal covariance matrix and RS , EssH is the despread
signal covariance matrix:
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where L is the number of sensors, F is the number of rake
receiver fingers and the vectors ŝ

(i)
k

and r
(i)
k

are defined in
Fig. 5.

From r, an estimate of the optimal weights w can be
readily obtained as w = R−1

R
r. Again, the weight vector w is

determined blindly, and one must determine and compensate
for carrier phase rotations using the pilot symbols.

3) Combined cost function (CCF) approach: As previously
mentioned, W-CDMA receivers cannot be “blind”, since the
phase ambiguity inherent to blind identification or equaliza-
tion processes precludes coherent detection. However, a good
receiver must exploit all available channel information in order
to enhance channel or equalizer estimates. To this aim, several



approaches can be taken: in this and in the following sections,
we propose two different cost functions for the determination
of the rake weights w which do not rely exclusively on pilot
bits.

In a first approach, the weights w are determined so that:

ŵ = arg min
w

E
{

|wHb − bk|2 + α|wHf |2
}

(5)

where α is a positive constant, f the vector collecting the noise
plus interference estimates (Eq. 2), bk is the pilot bit at the
instant k, and b is defined as:
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and the vectors b
(i)
k

are defined in Fig. 5.
The cost function defined in Eq. 5 punishes errors in pilot

bit estimation as well as in the interference amplification due
to rake combination. Solving for w we obtain:

w = (RS + αRF )
−1

RSB (7)

where RSB , Esb∗
k

and RF was defined in Sec. III-A.1.
As one may notice, this solution is identical to the traditional

pilot-based least-squares solution. The only difference is that
the data covariance matrix is “regularized” with the term αRF ,
which represents the interference plus noise covariance matrix.
For that reason, the solution given in Eq. 7 can be easily put
into an adaptive form: the matrices P , (RS + αRF )

−1 and
RSB can be updated as follows:

P̌ = µ−1P − µ−2P ẑẑHP

1 + µ−1ẑP ẑ
(8)

ŘSB = µRSB + ŝb∗k

where the P̌ and ŘSB are the updated quantities and ẑ ,

ŝ +
√

αf̂ .
4) Constrained Least-Squares Approach: Another possible

approach for estimating the weight vector w is the following:

ŵ = arg min
w

E|wH f̂ |2 subject to wH b̂ = bk (9)

where bk is the pilot bit sequence.
In this case, one wishes to minimize the rake receiver noise

plus interference amplification subject to the (deterministic)
constraint that there is no error in estimation the pilot bits bk.
The solutions to Eq. 9 can be obtained through the Lagrange
multiplier method, by minimizing the cost function J(w),
defined as:

J(w) = wHRF w + Re
{

λ∗(wH b̂ − bk)
}

(10)

Taking the derivatives of both sides of Eq. 10, we get:

∂J(w)

∂w
= RF w + λb̂ ⇒ ŵ = R−1

F
b̂λ (11)

Imposing the constraints, we can now solve for λ:

wH b̂ = λ∗b̂HR−1
F

b̂ = pk ⇒ λ =
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k
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F
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(12)

Thus

ŵ =
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F
b̂b∗

k

b̂HR−1
F

b̂
(13)

The estimate ŵ depends on the instantaneous values of b̂
and bk, being thus very noisy. In a heuristic procedure, one
may take expectations on both sides, obtaining:

w̄ =
R−1

F
RBB

RBF

(14)

where RBB , E b̂b∗
k

and RBF , E b̂R−1
F

b̂H .
These latter quantities can be easily estimated through an

exponentially weighted approach:

Ř−1
F

= µ−1R−1
F
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F

1 + µ−1f̂R−1
F

f̂

ŘBB = µRBB + b̂b∗k (15)

ŘBF = µRBF + b̂HR−1
F

b̂

where the ˇ sign indicates updated quantities and µ < 1 is a
positive constant.

The algorithm defined in Eq. 14 and 15 has a computational
complexity that is proportional to the square of the vector w
dimension, which does not pose a serious problem in typical
scenarios.

IV. SIMULATION RESULTS

We evaluated the performance of the proposed space-time
algorithms by Monte Carlo simulations in which we measured
the uplink raw (without coding) bit error rate. The software
we developed produces a W-CDMA compliant signal, as
described in Sec. II. This signal passes through a multichannel
discrete-time time-varying filter that simulates a multipath
propagation environment based on the COST-259 spatial chan-
nel model.

The following scenarios [16] were adopted for performance
evaluation:

• Reference Speech Scenario:
In this scenario, the users (100 using speech services)
are distributed uniformly across the cell sectors, moving
at speeds that do not exceed 5 km/h. The propagation
channels were obtained from the “Bad Urban” COST-259
scenario.

• Reference Data:
Now, differently from the former scenario, 30% of the
mobile units use low data rate services (LDR) and 20%
high data rate services (HDR) (see Table I for service
parameters).

• Rural:
This scenario differs from the first only in that the mobile
units speed can now achieve 50 km/h and the propaga-
tion channels are obtained from the “Rural” COST-259
scenario.

In all simulations we assumed perfect power control: the
mean (taken over the array elements) power received from
the i−th user is forced to equal 128/Gi, where Gi is the
i−th user processing gain. The intracell interference, in turn,



Effective Data Convolutional Raw Data Processing
Service Rate (kbps) Code Rate Rate (kbps) Gain
Speech 12.2 1/2 30 128
LDR 32 1/3 120 32
HDR 144 1/3 480 8

TABLE I

PARAMETERS ADOPTED FOR EACH RADIO CONFIGURATION

is modeled as a spatially uniform white circular gaussian noise
with variance σ2 = 10. As a reference, we adopted that system
capacity is achieved when the raw bit error rate of any user
exceeds 5%.

In Fig. 6 we show the mean (over 30 independent realiza-
tions) raw bit error rate obtained for the algorithms described
in Section III under the “reference speech” scenario, as a
function of the number of interfering users in the cell. In
each realization, 10 signal frames (100 ms) are transmitted
and demodulated. The transmission channels are evaluated 10
times per frame (every 1 ms) and interpolated.
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Fig. 6. Mean raw bit error rate obtained under the “reference speech”
scenario, as a function of the number of interfering users in the cell, employing
a Rake 1-D receiver (◦) and the following 2-D Rake schemes: MMSE (×),
Fixed Beam (�), MSINR (∗), Identification-based (O), Constrained Least-
Squares (M) and Combined Cost Function (+).

As one may notice from Fig. 6, system capacity is limited
to about 30 users if spatial diversity is not exploited. In this
scenario, system capacity exceeded 100 users for all spatio-
temporal algorithms, except the fixed-beam based. The bit
error rates obtained, however, were much lower for the semi-
blind algorithms.

In the next three figures, we show the results obtained
under the “reference speech” scenario. In these simulations,
the interfering users are added in groups comprising 10 mobile
units: 2 high data rate, 3 low data rate and 5 speech users. In
Fig. 7, we show the results regarding the high data rate users.

From Fig. 7, one may notice that the Rake 1-D receiver
supports no more than a single high data rate user per
cell under this scenario. One may also notice that the fixed
beam algorithm performed reasonably, increasing the total
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Fig. 7. Mean raw bit error rate obtained under the “reference data” scenario
for the high data rate users, as a function of the number of interfering users
in the cell, employing a Rake 1-D receiver (◦) and the following 2-D Rake
schemes: MMSE (×), Fixed Beam (�), MSINR (∗), Identification-based (O),
Constrained Least-Squares (M) and Combined Cost Function (+).

system capacity to about 20 users. Nevertheless, the semi-blind
algorithms led to an even larger capacity increase: about 70
users are supported when the identification-based algorithm
(Sec. III-A.2) is employed. In Figs. 8 and 9, we show the
results of the same experiment, now measuring the error rates
observed for the low data rate and speech users, respectively.
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Fig. 8. Mean raw bit error rate obtained under the “reference data” scenario
for the low data rate users, as a function of the number of interfering users
in the cell, employing a Rake 1-D receiver (◦) and the following 2-D Rake
schemes: MMSE (×), Fixed Beam (�), MSINR (∗), Identification-based (O),
Constrained Least-Squares (M) and Combined Cost Function (+).

The results presented in Figs. 8 and 9 are qualitatively
equivalent to the results shown in Fig. 7. However, comparing
them, we can notice that the overall system capacity under the
“reference data” scenario is limited by the error rates observed
by the speech (lowest rate) users, a “non-intuitive” result that
deserves further investigation. In Fig. 10, we finally present
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Fig. 9. Mean raw bit error rate obtained under the “reference data” scenario
for the speech users, as a function of the number of interfering users in
the cell, employing a Rake 1-D receiver (◦) and the following 2-D Rake
schemes: MMSE (×), Fixed Beam (�), MSINR (∗), Identification-based (O),
Constrained Least-Squares (M) and Combined Cost Function (+).

the performances obtained under the “rural” scenario. Under
this scenario, the mobiles move at most at 50 km/h, and only
speech services are used. Now, the COST-259 propagation
scenario is set to “rural”.
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Fig. 10. Mean raw bit error rate obtained under the “rural” scenario, as a
function of the number of interfering users in the cell, employing a Rake 1-D
receiver (◦) and the following 2-D Rake schemes: MMSE (×), Fixed Beam
(�), MSINR (∗), Identification-based (O), Constrained Least-Squares (M) and
Combined Cost Function (+).

Under this scenario, mobile unit high speeds induces fast
propagation channel variations, impacting the error rates ob-
served for all algorithms. Interestingly, under this scenario
the proposed adaptive algorithms perform better than the
identification-based and the MSINR batch algorithms over a
wide range of interference intensities. It is important to notice,
however, that the employment of semi-blind algorithms did not
enhance the overall system capacity as in the other scenarios.

V. CONCLUSIONS

In this work, we examined the problem of multichannel
equalization/identification for W-CDMA systems employing
long codes. We developed four semi-blind algorithms and
compared their performance with that exhibited by the most
common approaches. We verified through numerical simula-
tions, employing the COST-259 channel propagation model,
that classical pilot-based approaches do not allow W-CDMA
systems to achieve satisfactory capacity, specially in the pres-
ence of high data rate users, and that the proposed semi-blind
approaches performed robustly, leading in general to much
smaller error rates.
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