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Abstract—We propose an energy-efficient algorithm for sens-  variable processes) is proposed, and it is used to reduce
ing a processf(x,y,t) using a multinop Wireless Sensor Network  the amount of data sent by sensor nodes. In [7], in order
(WSN). The innovation-based algorithm aims at saving node to reduce the energy consumption, the spatial and temporal
energy by managing the transmission necessity. The nodes correlations of the samples measured by nodes are used to
can also switch to an |nact|V|ty State, between innovative decrease the amount of transmissions.

transmissions. When a node needs to send data, it transmits its - - - .
inactivity period attached within the packet. Then, forwarding This work proposes an innovation-based algorithm for

nodes (in the route path) can sleep without affecting the ~Multihop WSNs. The algorithm aims at saving nodes energy,
communication process. Results show that a gain up to twenty by managing the transmission necessity, and by using a
times was obtained in the network lifetime, with a significant”  sleeping mode. Furthermore, it uses a mechanism in which
decrease in the amount of transmission by sensors, as compared nodes can act as information sources, and also as routers.
to a network without any kind of node energy management The remaining of this paper is organized as follows:
strategy. . . in Section I, a concept used to manage the transmission
o ré;‘dﬁﬂxulgﬁé?f}\é\ggerﬁf‘ri Cﬁgﬂsor Networks, Innovation, En- necessity is described; in Section Il the algorithm prsgmb
' : : in this work is presented; in Section 1V, energy and simula-
tion models are shown; in Section V, simulation results are
l. INTRODUCTION presented and discussed; Section VI presents an evaluation
A Wireless Sensor Network (WSN) is a special kind of of the reconstruction error; and finally, concluding rensark
ad hoc network, in which nodes are used to sense, procese presented in Section VII.
and communicate data. These data, measured in a certain
interest region, are collected and transmitted to a sinkenod Il. INNOVATION THRESHOLD
[1]. ] o - In the algorithm proposed in [8], there are two ways to
Some of the major applications of WSNs are military (en-save energy: by using data processing to reduce the amount
emy forces monitoring), medical (telemonitoring of humanof communication [1] and by exploiting the inactivity state
physiological data), and home and industrial automatin [1 [9]. In [8], it is considered that the sensed process is smoot
Another important application of WSNs is the monitoring and an Innovation concept is defined. This concept is used
of an interest region, sensing some environmental vasableto reduce the amount of transmission by sensor nodes, in
like temperature, humidity or pressure [2] [3]. We focus onwhich the nodes only transmit measured samples having
these applications. We use a WSN to monitor a process certain amount of innovation. Nodes transmit the first
modeled as a bidimensional surface that varies with '[imesample (measured in the interest region); then, each node
The objective is to reconstruct the process in the sink,gisincompares the sensed sample with the last transmitted one.
data from the sensor nodes and guaranteeing an acceptaifiéhe percentual variation between these samples is higher
reconstruction error, with a low energy consumption forthan an Innovation Threshold (IT), the node transmits the
increasing the monitoring period. ) ) _sample; otherwise not. Considerirgj) a measured sample,
Sensor nodes have four main units: a processing uniin whichi represents the sensor node grid the sequential
a communication unit, a sensing unit, and an energy unitprder of samples, a nodevill transmit a new measurg+n
composed by a battery [1]. Important issues in WSNs arenly if:
the energy spent by sensor nodes and how to save energy
to extend the network autonomy, by increasing it's lifetime X (j+n)—xi(j)]
We define the network lifetime as the time until the first T x(jrn) >IT. 1)
node dies, i.e; when its energy ends [4]. Then, energy saving !
methods must be used to increase the network autonomy [5]. The algorithm makes sensor nodes switch into an energy
If we consider the process sensing application, using gnergsaving operation mode (sleep mode) [9] between transmis-
saving methods may lead to an increase of the monitoringions. If At is the period of time between two innovative
period. transmissions, the respective node will sleeptfor= At/2
In general, the communication process (transmission angeconds.
reception) is the task that spends more energy in a WSN Therefore, the algorithm increases network autonomy, by
[1]. Then, it is better to process data, instead of trangmgitt extending its lifetime, while its sensor nodes are moniigri
raw data. In [6], a transport protocol for field estimation some process. An important issue is the impact of reducing
(application that uses a WSN to sense space-temporalithe amount of transmissions on the reconstruction of the
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sensed process (in the sink). When a node is sleeping, the oy
process can vary and this may lead to a reconstruction error. |
Then, the algorithm has to guarantee that the reconstructio @‘\\ P
maximum error is lower than an acceptable predetermined @____
value. -
The work in [8] uses the this method to save energy in @»’ [ool2]
single hop WSNs, in which all sensors nodes can reach
the sink within one hop. This work extends this idea, 2
proposing an improved algorithm with the same energy
saving principles, but that can be used for multihop WSNs. Fig. 1. Example that illustrates nodes and their Innovatieriogis.

Ill. THE PROPOSED ALGORITHM FOR A MULTIHORNSN

This work uses a WSN to monitor a procef&,y,t),
function of sensor nodes coordinatesandy, and timet.
The algorithm is used to extend the network autonomy, byaS
saving node energy.

In multihop networks, nodes forward data by using a
routing protocol, like AODV Ad Hoc On-Demand Distance
Vecto) [10] [11]. Then, the multihop communication allows
the network to cover a larger area and to save more ener
than using a single hop communication [1]. Furthermore, i
multihop WSNSs, several routes are established between t
information sources (sensor nodes) and the sink node. On
a route is established, data can flow through forwardin
nodes until they reach the sink. Then, it would be reasonabl
to expect that routing nodes would be awake all the time. |

When & wakes up, it calculates its Inactive peridgls]
again, and forwards its neighbors messages.
Doing this, the algorithm makes no& to save energy,
it will sleep forti,3 seconds, and enforce it to be awake
to forward messages transmitted by its one hop neighbors.
This process is done by all sensor nodes, imposing small
effects on the network connectivity by the sleeping nodes.
Another important issue is that the algorithm operates
irectly in the application layer. From the above example,
hen the nodes; receives a message that comes from its
ighbors, it passes the message to the application layer to
date the Inactivity periods ipz. Then, when it measures
sample from the environment, the innovation test occurs,
sing Eqg. (1), and all data processing is done in this layer.

this case, for example, some nodes can be positioned ne € iéjlea is ft?ﬁt thet_algoritr;m ils as generic as possible,
the interest region (collecting data) and others can simply gardiess ol the routing protoco?.
forward messages (router nodes) until they reache the sin\ss T?eesénnr;ggatt)lglrlg\t,)ﬁsed algorithm steps (for each ngge
In this work, a more general situation is considered. In p(_ 1 :
real scenarios, sensor nodes are randomly spread in some’I 0
interest region, to sense a process. The main idea is that any P _
node can be an information source (collecting measurements Wh"le (energy>l Q) do
from the process) and also a router, when it is forwarding S measuresq(j)
a data packet. Furthermore, if occurs a phenomenon, like a  if (j = 1) then

fire in a forest, any node must be able to collect and transmit § transmitsx(j)

this information (acting as a source) and forward it through T < Xi())

the network (acting as a router). ) ti(j) + transmission time
In the algorithm proposed, each node can switch to a tr < t(j)

sleep mode between transmissions. But now, every node

must guarantee that the path, once established by the goutin els_e (i) =T
protocol, will not be affected when a node sleeps. In if (54— > IT) then
the proposed innovation-based algorithm, when a ngde s transmitsx;(j)
has to transmit a sample, it attaches its inactivity period Tx < x(j)
(Ipi), the period that this node will be asleep, within the " i g
mea-ssage. Then, every node knows the Inactivity periods of () f _tratnsm|SS|on time
its neighbors. Nodes calculate their own Inactivity pesiod Ipi < %
based on the periods of their one-hop neighbors, since they tr < t(j)
must be awake to forward their messages. if Iovi (is empty) then

In Fig. 1, we present an example that illustrates this idea. pé' | forl
NodesS;, S andS; are information sources (sensing some SIEEpS Torpi
process) and the sink is the noSg Suppose that, within else
their transmitted message§, and S, attach their Inactivity S forwards the packets
periods Ip; and Ipp, respectively. The nod& keeps an lpvi < lpi
Inactivity period vector Ig), composed by the Inactivity loi < % x min(lpv)
periods of nodes; and$, ([Ip1,1p2])- WhenS; has to sleep, Spl sleeds fore
it calculates its own Inactivity period ), but it can sleep . P P!
just for a period equal to the half of the minimum value end if
betweenlpy, Ipp andlpz, so that the node does not lose any s wakes up aftefp,
information. Then, the nod&; will sleep for tj,3 seconds, end if
as shown in Eq. (2): end if

j<jHl

1 .
ting = Che min(lp1, 1 p2, 1 p3)- (2 end while



The 70 International Telecommunications Symposium (ITS 2010)

IV. ENERGY MODEL AND SIMULATION ASPECTS

The energy model used in this work is a state-baser
model, in which the nodes may operate in two states
inactive or active. The inactive state (sleep mode) is ar
energy saving mode [9]. The active state is composed b
four operation modes: measuring, processing, transmissio
and receiving. The proposed energy model takes into ac
count the packet payload size, and it is based on [12]
an empirical energy model, obtained using the TELOS
commercial hardware [13], in which it is observed that the
energy consumption and the packet payload size are linear
related (in the transmission mode).

We can estimate a node energy consumptign as a
function of the time period in which the node stays in a
given operation mode, by Eq. (3). 0 o

Coordinate y

Measured value

Coordinate x

Ec =t xCi +ta x Ca+tm X (Ca+Cw) + Fig. 2. Sensed surface for=0 (in a 80nx 80m cover area).
th(CA+Cp)+tR><(CA+CR)+tTX(CA+CT). 3)

From the Eq. (3)1, ta, tm, tp, tr andty are, respectively,
the time periods of inactive, active, measuring, processin this message, it sends an acknowledgment to confirm that it
receiving and transmitting states, and their associat®d €0 5 active. If the sender node does not receive ARK in a
sumptionsCs are presented in Table I. . few tries, it assumes that the route is broken and, then, a new
The simulations were performed in TrueTime 1.5 [14] 5 te is created by the protocol. Thetive route timeouis a
[15], a simulation environment based in MatLab/Simulink harameter that defines if a route is active. If no data packets
and the network standard was the IEEE 802.15.4 [16]. Tablgre sent during this timeout interval, the route is disabled
| shows main static parameters used in the simulations. g5 {5 make static routes, this two parameters were defined
with high values.
STATIC PARAMETE A T S ULATIONS Table Il shows two other simulation parameters: the
amount of nodes in the network and the area covered by
the multihop WSN. For each scenario, the sink node was

Node initial energy (J) 2 placed in the right most and vertically centered position of
Transmi ssion power (dBm -5 the monitored region and the sensor nodes were scattered
Reception sensibility (dBm - 66 randomly.
Radi o range (m 40
Ci: Consunption in inactive state (mJ/s) 1,8 TABLE Il
Ca: Co t t tat mJ/ 10
CM/:*Oonrs],ilrJrgtﬁ |ocr>]n| |nn nigslu\rllensg ?m?je( ( m]?)s) 18 SIMULATION SCENARIOS (SCALABILITY X AREA ).
Cp: Consunption in processing nmode (mJ/s) 18
Cr: Consunption in receiving node (mJ/s) 62,4
Cr: Consunption in transm tting node (mJ/s) 58, 62 7 hodes 80m X 80m
Payload size (Byte) 1 15 nodes || 140m x 140m

30 nodes 200m x 200m
50 nodes 250m x 250m

In the simulations presented in this work, a smooth
process, function of the sensor nodes coordinatasdy,
and the time is considered. The process is described by:

V. SIMULATION RESULTS

Cemg? —y=my)? —(t-mp)2 ~ This Section presents the results obtained. Each simula-
f(xyt)=[e 29% +e 2dpg | x[e 29% ]+C. (4) tion was run ten times, and a 90% confidence interval for
the mean is used in the presented graphs.

For the sensed process, = m, = m; = 40 are means of Fig. 3 shows the percentual increase of the network
X, y andt, dp, =dp, = dp = 20 are standard deviations lifetime (with respect to the simulations without any energ
of x, yet, andC =5 is a constant value. This function management) in contrast with the Innovation Threshold.(IT)
was used to evaluate the algorithm in a generic way. Fig. 2n simulations without energy saving methods, transmissio
illustrates the surface fdr=0, in a 80nx 80m cover area. occurs each 0.1 seconds. It can be observed that the increase

The routing protocol used in the simulations is AODV of the threshold leads to a gain in the network lifetime.
[10]. We have evaluated the algorithm using static routesFor greater thresholds, nodes only transmit samples having
Therefore, two parameters of this routing protocol werea greater percentual variation. Then, the overall amount of
modified, thehello interval and theactive route timeout transmission is reduced. Furthermore, nodes stay longer in
[10]. The first one is a parameter used to check the locasleep mode. It is also observed that, as we increase the
connectivity of a given path. Periodically, nodes broatleas number of nodes in the network, the lifetime increases as
hello message. When one of its one-hop neighbors receivesell.
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The same behavior is observed with respect to the descalability, i.e., when the amount of nodes in the network
crease of the amount of transmissions as the Innovatiohecomes larger, there are more transmitted messages.
Threshold is increased, as in Fig. 4. In fact, the percentual
reduction of the amount of transmissions (with respect¢o th

simulations without any energy management) in associatio 1 T
with the transitions to the sleep mode, leads to gains ng%‘é‘mﬁ.\ ° Y
in network lifetime, because sensor nodes can save mol RN !
energy. 08 ’ f 1
07 R
o D T
Sos alL T
2500 z e
§ osfbm—rb——— T hiT N
2000 E “““ [ % QRO go4 R
‘)_w;"\— - T - 03
g %ﬂ \ 0.2 —e— 7 nodes
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g : 0
%1000 f o 2 ¢ ° Inﬁovauon %grssholdl("z/o) " 1 1 %
t
: b by
K ' T
500 —e—7nodes Fig. 5. Packet delivery ratio of the network.
S 15 nodes
=0~ 30 nodes
/ 1@ 50 nodes
0
Ot e eshaa Gy o ® VI. RECONSTRUCTIONERROR ANALYSIS

Innovation Threshold (%)

This Section presents a statistical analysis of the recon-
struction error of the process. The application evaluated i
this work aims at using a WSN to sense a given process
and to reconstruct it, from samples sent by sensor nodes.
Fig. 6 shows the Cumulative Distribution Function (CDF)
of the reconstruction error, for each Innovation Threshold
(for fifteen nodes). It evaluates the probability of the re-

Fig. 3. Normalized network lifetime x Innovation Threshold.

100 ——Fra~t--=o=
\\\\\\ I e i s construction error being smaller than a given threshold.
N Furthermore, Table Il shows some statistical analysis of
W <l the reconstruction error, in which IT is the Innovation
] Threshold, AE is the average error (for each IT) and MRE is

the maximum reconstruction error (for each IT). To calalat
the CDF, we consider that the sensor nodes coordinates are
fixed (x andy;) and we also consider a continuous time
Then, the reconstruction error is given by:

70

60

o ATy Y

50F4

]
] e(xi,yi,t) = (X, yi,t) — F(x,yi,t). (5)
| |

Transmission decrease (%)

—e— 7 nodes

2 30 s _In Eq. (5), f(x,yi,t) is the monitored process and

'@ 50 nodes

30

20

‘ f(x,Vi,t) is the reconstructed one.
1 In Fig. 6, it can be observed an increase of the recon-
Innovation Threshold (%) struction error with the increment of the IT, as expected. It
can be observed, in Table Ill, that larger percentual errors
Fig. 4. Percentual transmission reduction x Innovation Jhotd. occur for lower ITs. For hlgh.er thresholds, the averagererro
is closer to IT, as observed in the column AE/IT.
As this work uses a WSN to make an energy-efficient
Fig. 5 shows the packet delivery ratio [16] in function of Sensing of a given procedsgx,y,t), it is important to evalu-
the Innovation Threshold. This metric evaluates the networ ate the trade-off between the increase of the networkifeti
connectivity, using the ratio between received and serk-pac a@nd the reconstruction error. It can be observed (in Fig. 3)
ets. It can be seen that the ratio decreases with the inctemetiat, for thresholds above 5%, network lifetime almost stop
of the threshold. As the Innovation Threshold increasesincreasing. However, the average error increases, as far as
the reduction in the amount of transmission also increasedh€ Innovation Threshold increases, as shown in Table lIl.

For a small number of transmissions, any missing packet

leads to a greater impact in the evaluated metric. When VII. CONCLUSION AND FUTURE WORKS

IT increases, each node sleeps for longer periods of time, This work discusses the problem of using a multihop
and it also affects the packet delivery ratio. Furthermdre, WSN to sense a given process. An energy-efficient and
can be observed that this ratio decreases with the netwolknovation-based algorithm is proposed for that purpose.

10
0 2 4 6



The 70 International Telecommunications Symposium (ITS 2010)

The algorithm considers that sensor nodes can act as @] R. Beckwith, D. Teibel, and P. Bowmen, “Pervasive Compyitimd
sources of information and also as a routers. Furthermore, a  Proactive Agriculture,” ir2nd International Conference on Pervasive

; ; Computing April 2004.
mechanism that tries to guarantee that the nodes sleep (fo ] A. Mainwaring, J. Polastre, R. Szewczy, and D. Culler, ifsless

saving energy) but also awake to forward messages from its™ sensor Networks for Habitat Monitoring,” IWCM International
neighbors is employed. _ _ Workshop on Wireless Sensor Networks and ApplicatiSeptember
The results show that a gain up to twenty times was _ 2002, pp. 88-97.

i ; A ; im. [4] Z. M. Wang, S. Basagni, E. Melachrinoudis, and C. Peitri6Ex-
obtained in the network lifetime, with respect of the sim ploiting Sink Mobility for Maximizing Sensor Networks Lifghe,”

ulations without energy management, with a significant i, proc. 38th Annual Hawaii International Conference on Syste
decrease in the amount of transmissions by sensor nodes. Sciences (HICSS'05Hawaii, January 2005, pp. 3-6.
It was seen that, for Innovation Thresholds longer than[5] G. Anastasi, M. Conti, M. Di Francesco, and A. Passaselergy

5%, there is no significant increase in the lifetime, but the ~ Fonsematon I S’g’irgf?fsgsengggg'\‘etworksz A SurveyRd Hoc
reconstruction error largely increases. It seems to bed@ira [g] p. 0. Cunha, O. C. M. B. Duarte, and G. Pujolle, “An Efficten

off between lifetime gain and reconstruction error. Data Transport Protocol for Event-Driven Field-Estimat@mnSensor
For future works, it is intended to make an analytical Networks,” in 9th IFIP/IEEE International Conference on Mobile

analysis of the error behavior and the IT. The objective is to gg%tﬂgeéfszsoogomm““ica‘ims Networks - MWCN'200gland,
set an acceptable error and calibrate IT. It is also intended7] | F akyildiz, M. C. Vuran, and O. B. Akan, “On Exploiting

to test the proposed algorithm in a WSN that uses other ~ spatial and Temporal Correlation in Wireless Sensor Netsdrk
routing protocols, like AODV.EEnergy-Aware AODV[l?], Proc. WiOpt'04: Modeling and Optimization im Mobile, Ad Haod
an improved variant of AODV that provides a better energy . JVireless sensor Networks00d. | binstein. Al
tion balance [8] F. R. Henriques, L. Lovisolo, and M. G. Rubinstein, “Aljimos para
consump : Aumentar o Tempo de Vida de Redes de Sensores Sem Fio Utilizando
Inova@o,” in XXVII Simpsio Brasileiro de Telecomunicées SBrT
2009 Brazil, 2009.
i [9] P.S. Sausen, J. R. B. Sousa, M. A. Spohn, A. Perkisichfamd. N.
_____ = Lima, “Dynamic Power Management with Scheduled Switching
=L et Modes in Wireless Sensor Networks,” Proceedings of the 15th
: Annual Meeting of the IEEE International Symposium on Miodel
Analysis and Simulation of Computer and Telecommunic&8imiems
(MASCOTS'07)2007, pp. 1-9.
[10] C. Perkins, E. Belding-Royer, and S. Das, “Ad Hoc On Dethan
Distance Vector Routing (AODV),” irRFC 3561 July 2003.
[11] C. Gomez, P. Salvatella, O. Alonso, and J. Paradells, aphidg
T AODV for IEEE 802.15.4 Mesh Sensor Networks: Theoreticas-Di
. cussion and Performance Evaluation in a Real Environment,” in
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= < Innovation Threshold: 0.1% Proceedings of the 2006 International Symposium on a Wofld o
Innovation Threshold: 1% Wireless, Mobile and Multimedia Networks (WoWMoM:08)06.
: / / prnovation Threshord: 5% [12] Y. Panthachai and P. Keeratiwintakorn, “An Energy Moite Trans-
02— Innovation Threshold: 10% mission in Telos-Based Wireless Sensor Networks,Pinceedings
V Innovation Threshold: 15% of the 4th International Joint Conference on Computer Smeand
01 | -+ Innovation Threshold: 20% Software EngineeringZOO?.
‘ [13] J. Polsatre, R. Szewczyk, and D. Culler, “Telos: EnaplUltra-Low
% 5 10 15 20 25 30 Power Wireless Research,” iroceedings of the 4th International
Reconstruction error (%) Symposium on Information Processing in Sensor Netw@®@@85.

[14] A. Cervin, D. Herinksson, B. Lincoln, J. Eker, and K./A&tzn, “How
. . Does Control Timing Affect Performance?/EEE Control Systems
Fig. 6. Reconstruction error CDF. Magazine vol. 23, no. 3, pp. 16-30, 2003.
[15] K.-E. Arzn, M. Ohlin, A. Cervin, P. Alriksson, and D. Heksson,
“Holistic Simulation of Mobile Robot and Sensor Network Appl
cations Using TrueTime,” irProceedings of the European Control
TABLE Il Conference ECC 20QGreece, July 2007.
RECONSTRUCTION ERROR STATISTICS [16] J. Zheng and M. J. Lee, “A Comprehensive Performance Stfdy
IEEE 802.15.4,"IEEE Press Book2004.
[17] D. O. Cunha, L. H. M. K. Costa, and O. C. M. B. Duarte, “An
Energy-Aware Routing Mechanism for Mobile Ad Hoc Netwotkas,

T AE VRE AETTT VREITT The 3rd IEEE Latin American Network Operations and Managgme
0, 1% 0, 9% T,9% 9 19 Symposium - LANOMS’2008razil, September 2003, pp. 47-54.
1% 1, 3% 3% 1,3 3
5% 4, 2% 6% 0, 84 1,2
8% 6, 3% 9, 4% 0,79 1,17
10% 7% 18% 0,7 1,8
15% 8, 7% 19% 0,58 1,27
20% 14, 6% 27% 0,73 1,35
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