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A new Criterion for Transmit Diversity and
Beamforming in Mobile Communications

Danilo Zanatta Filho and Luc F́ety

Abstract— We consider a wireless communication system in
which the base station is equipped with an antenna array and the
mobile user has a single antenna. Classically, in this configuration,
the antenna array at the base station is used to perform either
beamforming or transmit diversity. We propose a scheme that
exploits the antenna array to perform beamforming in order to
maximize the diversity of the channel seen at the receive end,
i.e., the mobile user. This scheme is based on the criterion of
minimizing the variation of the power received by the mobile
user due to fading. Moreover, we propose an adaptive method to
optimize this criterion, which is a type of CM (Constant Modulus)
criterion.

Keywords— Adaptive antennas, smart antennas, downlink
beamforming, transmit beamforming, transmit diversity, down-
link diversity, CM, Constant Modulus, CMA, Constant Modulus
Algorithm, mobile wireless systems.

I. I NTRODUCTION

The evolution of the wireless communication systems to-
wards 3GB (3rd Generation and beyond) is propelled by
Internet access and increasing demand for data-based services.
Most of these services, such as internet surfing, are downlink-
intensive, in opposition to voice services, which demand the
same data rate in both directions. These factors lead to an
increasing demand for higher system capacity and higher data
rates, mostly in the downlink, which can be achieved by a
better link quality in terms of higher decoding SNR (Signal
to Noise Ratio).

The wireless propagation channel is formed by multiple
paths that sum with each other to construct the channel. This
sum of multiple paths leads to a fluctuation of the received
power in time, which is known asfading. Poor performance
due to prolonged deep fading of the channel is one of the main
problems faced when using the wireless channel.

In order to counteract deep fading, one can benefits from
the decorrelation of the channel to combine uncorrelated
copies of the same signal. It is very unlikely that all these
copies are in a fade simultaneously. Hence, the chance that
a deep fading occurs is greatly reduced and, when it occurs,
its duration is also reduced when compared to the original
scenario of only one copy of the signal. This strategy is called
diversityand it may be the single most important contributor
to reliable wireless communications. Increasing the number
of uncorrelated copies of the same signal has the effect of
reducing the probability that the combined signal is in a fade.

Danilo Zanatta Filho is with the DSPCom-DECOM-FEEC, Universidade
Estadual de Campinas (UNICAMP), Brazil and the Laboratoire d’ Électronique
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The number of possible copies is called thediversity orderof
the channel.

It is well established that the use of multiple antennas can
improve the performance of a wireless communication system
in a fading environment [1], [2]. From the point of view of
diversity, the use of multiple antennas increases the diversity
order due to spatial uncorrelated copies of the signal, leading
to a diversity order greater than one even for flat fading
channels. Although multiple antennas may be employed at
either the base station (BS), mobile unit (MU), or both, it is
most cost effective and practical to employ multiple antennas
at the base station only. Hence, this article is restricted to the
case of employing multiple antennas at the BS.

The considered case of employing multiple antennas at
the BS only has already been contemplated in the literature
for receive diversity (RD) in the uplink [2]. The idea is to
combine the antennas outputs according to some criterion in
order to take advantage of the spatial diversity of the received
signal. This is called receive diversity since the diversity is
exploited at the receiver. This is a well studied problem in the
literature and the main drawbacks to practical implementation
are the required computational cost and, mostly, hardware
implementation issues.

However, the more challenging problem of profiting from
the diversity in the downlink is yet an open problem. Recent
works propose to use some processing prior to transmission
by the multiple antennas in order to achieve a diversity gain
at the MU receiver [3]. Since the processing is done at the
transmission side, this scheme is called transmit diversity
(TD). With the use of TD, the MU receiver is kept simple (only
one antenna) and yet profits from diversity gain. The main
theoretical impairment for TD is that the channel is unknown
at transmission time.

Among the different schemes for TD proposed in the liter-
ature, we can identify two main categories: one based on the
knowledge of the downlink channel and another which does
not require the knowledge of the downlink channel. The main
idea behind the TD scheme without channel knowledge is that
each antenna transmit an uncorrelated version of the desired
signal. The receiver (MU) can hence combine these different
versions of the desired signal in order to profit from the spatial
diversity of the multipath channel. Since each antenna is used
regardless of the others, the radiation is omnidirectionaland
it is not possible to perform beamforming. In a multiuser
context, this approach has the weakness of generating a high
interference level due to omnidirectional radiation. Examples
of these schemes, calledopen loop TD, are the delay diversity
schemes [4], [5] and space-time codes [6], with the Alamouti
scheme [7] being one particular case.
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The other approach, which requires the knowledge of the
downlink channel, is based on the estimation of this channelby
the MU. This information is then fed back to the BS, where the
channel estimation is used to carry out TD. Switched transmit
diversity [8] and transmit adaptive array [9] are examples of
feedback-based TD, also calledclose loop TD. The advantage
of using feedback is that the BS can have an estimation of the
impulse response of the downlink channel. This knowledge
makes possible to the BS to compensate for the phases of
each multipath, eliminating thus the fading. There are two
drawbacks, however: useful rate reduction and feedback delay.
The insertion of training symbols is needed so that channel
estimation is possible at the MU. This estimation must be then
fed back to the BS using the uplink channel. Although both
points imply on useful-rate reduction in both the downlink
and uplink, the impact of this rate reduction on the system
is not remarkable and it is worthy due to the corresponding
gain. On the other hand, the feedback delay, which is the
delay between the downlink channel estimation at the MU
and its exploitation by the BS, is a more critical issue. This
delay makes the feedback approach not very robust in practical
conditions since the downlink channel estimation is very likely
to be out-of-date at the moment of its use by the BS. Indeed,
it only takes the displacement of a fraction of wavelength to
cause a significant change of the multipath phases, leading to
a completely different fading condition. In this case, trying to
compensate for the multipath phases is not possible and may
even create a deep fading instead of a milder one.

In this work, we propose a diversity technique that is
directly based on the criterion of minimizing the variation
of the power received by the MU. This technique uses the
second order statistics of the downlink channel. The channel
covariance matrix (CCM) is formed from the physical char-
acteristics of the channel (the physical paths), which doesnot
change as quickly as the multipath phases. Hence, we can
rely on this relatively stationary information to perform TD.
Moreover, the CCM is of much interest since the downlink
channel covariance matrix (DCCM) can be estimated directly
at the BS, avoiding feedback. For TDD (time division duplex)
systems, this is a very straightforward task. Since both links
use the same frequency, the uplink channel covariance matrix
(UCCM) is identical to the DCCM, and the estimation of the
former can be easily obtained form the received signal in the
uplink. Although in FDD (frequency division duplex) systems
the multiple antenna response (i.e., the steering vector) differs
from one link to the other due to their frequency separation,it
is possible to estimate the DCCM from the UCCM, as showed
by Ast́e in [10], [11].

Having estimated the DCCM, several works (see for exam-
ple [12]–[14]) proposes to use this information to perform
beamforming by using a purely spatial filter. We propose,
however, to use a space-time filter to maximize the diversity
order, besides beamforming. We rely on the fact that the MU
is already equipped with a temporal equalizer in order to
compensate for frequency-selective fading channels, e.g., in
macrocells. This equalizer let us take advantage of the channel
space diversity by exploiting the spatial decorrelation toemit
uncorrelated copies of the desired signal delayed by one or

P

P
P

z−1 z−1 z−1

z−1 z−1 z−1

z−1 z−1 z−1

x1(n)

x2(n)

xK(n)

w∗

1(L − 1)w∗

1(L − 2)w∗

1(1)w∗

1(0)

w∗

2(L − 1)w∗

2(L − 2)w∗

2(1)w∗

2(0)

w∗

K (L − 1)w∗

K (L − 2)w∗

K (1)w∗

K (0)

s(n)

w∗(0) w∗(1) w∗(L − 2) w∗(L − 1)

Fig. 1. Transmit Space-Time Filter

more symbol periods. By doing so, we are transforming the
spatial diversityat the BS side totime diversityat the MU
side. This conversion is specially useful when the channel is
flat-fading, i.e., the time-spread is zero.

The paper is organized as follows. In the next section, the
system model used in this work is presented and an expression
for the received power by the mobile user is derived. Then,
in Section III, we present the proposed criterion and also an
adaptive algorithm to find the optimum solution. The results
of computer simulations are presented in Section IV, where
the performance of the proposed technique is assessed and
its behavior is studied. The performance of the proposed
algorithm is also compared to more classical techniques.
Finally, in Section V, we draw some conclusions and present
some open issues.

The following notations are used throughout the paper.
Vectors are by default in column orientation, whereasT , H

and∗ stand for transpose, conjugate transpose, and conjugate,
respectively.‖x‖ is the 2-norm of vectorx, E{·} denotes
mathematical expectation and∗ stands for convolution.

II. SYSTEM MODEL

We consider the downlink of a wireless communication
system, where the BS is equipped withK antennas and the
MU has only one antenna. The TD processing is done by
means of a space-time filter, as depicted in Fig. 1. The signal
transmitted by thek-th antenna is given by

xk(n) = w∗

k(n) ∗ s(n) =

L−1∑

l=0

w∗

k(l)s(n − l) (1)

wheres(n) are the transmitted symbols to the MU andwk(n)
are the coefficients of the temporal equalizer related to antenna
k, which is assumed to have lengthL.
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We assume that the signal is transmitted in blocks of length
Nb, so that the channel variation during one block of data is
insignificant. However, the channel changes from one block
to another, characterizing ablock fading channel.

At a given block t, the received signaly(n) at the MU
antenna can be expressed as

y(n) =

K∑

k=1

hk(n) ∗ xk(n) (2)

where hk(n) is the temporal response of the space-time
channel, relative to the antennak, which is assumed to have
length D and n is the temporal index within the considered
block. We have not represented the index blockt for the sake
of legibility. This index will be explicitly used in the sequel,
when needed.

Rewriting the signaly(n) as

y(n) =

K∑

k=1

D−1∑

i=0

hk(i)xk(n − i) (3)

and recalling thatxk(n − i) =
L−1∑

l=0

w∗

k(l)s(n − i − l), we

obtain that

y(n) =

L−1∑

l=0

K∑

k=1

w∗

k(l)

D−1∑

i=0

hk(i)s(n − i − l) . (4)

Defining s̃k(n− l) ,
D−1∑

i=0

hk(i)s(n − i − l) and the follow-

ing column vectors (see Fig. 1)

w(l) =
[

w1(l) w2(l) . . . wK(l)
]H

(5a)

s̃(n − l) =
[

s̃1(n − l) s̃2(n − l) . . . s̃K(n − l)
]T

(5b)

we can rewrite (4) as

y(n) =

L−1∑

l=0

w(l)H s̃(n − l) , (6)

which can be written in vector notation as

y(n) = WH S̃(n) (7)

where

W =
[

w(0)H w(1)H . . . w(L − 1)H
]H

(8a)

S̃(n) =
[

s̃(n)T s̃(n − 1)T . . . s̃(n − L + 1)T
]T

. (8b)

The vectorS̃(n) can be related to the transmitted symbols
s(n) in matrix form as shown by (13), where0 is a column
vector formed byK zeros and theK × D matrix Ht is the
space-time response of the channel during the transmissionof
block t, defined as

Ht =








h1(0) h1(1) · · · h1(D − 1)
h2(0) h2(1) · · · h2(D − 1)

...
...

. ..
...

hK(0) hK(1) · · · hK(D − 1)








. (9)

Defining the vector of transmitted symbolss(n) and the
block diagonal matrixHt as in (13), we can write the received
signal at the MU for blockt as

yt(n) = WH
Htst(n) . (10)

It is worth recalling that for each blockt the channel
presents a different fading condition, i.e., it can be in a deep
fade or in a reconstruction condition. This condition affects the
signal received power and, at last, the SNR of each received
block at the MU.

The average power received by the MU during blockt is
given by

Pt =
1

Nb

E
{

yt(n)y∗

t (n)
}

=
1

Nb

WH
Ht E

{

st(n)sH
t (n)

}

H
H
t W .

(11)

Assuming that the transmitted symbolss(n) are i.i.d., we

obtainE
{

st(n)sH
t (n)

}

= σ2
sI and (11) becomes

Pt =
σ2

s

Nb

WH
RtW , (12)

where Rt = HtH
H
t is the space-time covariance matrix,

which has a block hermitian structure.

III. C ONSTANT POWER APPROACH

We assume that the MU has only one antenna and it is
already equipped with a temporal equalizer. The main idea is
to take advantage of the channel space diversity by exploiting
the spatial decorrelation to emit uncorrelated copies of the
desired signal (by means of the multiple antenna at the BS)
delayed by one or more symbol periods. By doing so, the
temporal equalizer at the MU can combine this uncorrelated
copies to form an estimation of the transmitted signal. By
combining these copies, the MU can profit from the channel
diversity to counteract the fading. It is worth noting that








s̃(n)
s̃(n − 1)

...
s̃(n − L + 1)








︸ ︷︷ ︸

S̃(n)

=








Ht 0 0 · · · 0 0 0

0 Ht 0 · · · 0 0 0
...

...
. . .

...
0 0 0 0 0 · · · Ht








︸ ︷︷ ︸

Ht












s(n)
s(n − 1)
s(n − 2)
s(n − 3)

...
s(n − D − L + 1)












︸ ︷︷ ︸

s(n)

(13)
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the proposed technique transforms the spatial diversity at
the BS side into time diversity at the MU side, which can
be exploited by a temporal equalizer. Our proposition then
takes into account the existent systems and only makes minor
changes to increase the diversity gain at the MU side. The
performance of the proposed technique is however related to
the specific equalizer used at the MU. Here we assume that
the MU uses anideal receiver, which is capable of recovering
all the signal energy spread across time.

As stated in the previous Section, at each blockt a different
average powerPt is received by the MU’s antenna. The
variation of these received powersPt is caused by the fading.
We propose thus to find a (fixed) space-time transmit filterW

that is computed in order that the received powerPt at the
MU is as constant as possible over a finite training window.
By doing so, we are minimizing the fading effect, i.e., the
received power variation. This criterion can be expressed as

Wopt = arg min
W

tf∑

t=ti

(
WH

RtW − 1
)2

(14)

whereti andtf are the initial and final blocks of the training
window, respectively.

In order to keep the same transmit power of the single
antenna (no transmit filter) case, the optimum transmit filter
is normalized

Won =
Wopt

‖Wopt‖
. (15)

This normalized optimum filterWon is then used to transmit
the subsequent data blocks. In addition, to ensure the desired
target SNR at the MU, a power control is done at the BS.
We assume that this power control is integrated in the signal
s(n), i.e., this signal is already scaled in order that the received
power at the MU respects the target SNR.

This novel criterion for transmit diversity is called Constant
Power Approach (CPA). This criterion can be optimized by
using one of the many optimization techniques existing in the
literature. In the following we propose an adaptive algorithm to
optimize the proposed criterion. It is not our goal in this work
to find the best optimization technique but only to provide one
technique in order to assess the performance of the proposed
CPA.

A. ObtainingWopt

One can easily associate (14) with a constant modulus (CM)
criterion. This criterion has been for long time investigated
and some algorithms to optimize it have been proposed in
the literature. All these algorithms are based on the following
criterion

JCMA = arg min
W

∑

n

(
WHx(n)x(n)HW − 1

)2
. (16)

By comparing (16) and (14), one can easily identify the
covariance matrixRt with the instantaneous signal covariance
matrix x(n)x(n)H . Thus, there is a fundamental difference
between both criteria since the CMA assumes that the matrix
x(n)x(n)H has rank 1 while the matrixRt can have (and
usually has) rank greater than one.

Then, the already existing algorithms, such as the
CMA [15], the ACMA [16] and the finite-interval constant
modulus algorithm [17], can not be directly used to opti-
mize (14). It is our belief that these algorithms could be
modified to optimize (14). In this work, however, we propose
a novel algorithm to preform this task.

Based on (14), let us define the cost function to be mini-
mized as

J =

tf∑

t=ti

(
WH

k Xk(t) − 1
)2

, (17)

where Xk(t) = RtWk and k is the iteration index. This
criterion can be easily identified as a MSE (mean square
error) criterion. The minimization of this criterion can bedone
iteratively by using the Newton’s method [18].

Thus, applying the Newton’s method to (17), we obtain that

Wk+1 = Wk − αR−1
k pk (18)

where the coefficientα is taken less than 1 to avoid the
divergence of the algorithm and

Rk =

tf∑

t=ti

Xk(t)XH
k (t) =

tf∑

t=ti

RtWkW
H
k R

H
t (19a)

pk =

tf∑

t=ti

Xk(t) =

tf∑

t=ti

RtWk . (19b)

By taking (experimentally)α = 1
4 , we obtain the proposed

Constant Power Algorithm (CPA):

Wk+1 =
1

2
Wk +

1

2
R−1

k pk . (20)

As we have said at the beginning of this Section, we
just present an algorithm to optimize the criterion of (14).
The analytical convergence of this algorithm has not been
proved. Simulations results however indicate that the algorithm
converges. Indeed, the algorithm has never diverged in all the
many cases simulated.

IV. SIMULATION RESULTS

We consider the downlink of a 120◦ sector of a cell of
a wireless system. The data is transmitted in blocks and we
assume, without loss of generality, that the channel realization
is independent from one block to another, i.e., the phases of
each path varies from one block to another. The BS is equipped
with K antennas and, unless specified otherwise, the inter-
element distance isλc

2 , whereλc is the carrier wavelength.
The transmit space-time filter isK ×L (see Fig. 1), whereL
is the number of temporal coefficients in each spatial branch.
We assume that the instantaneous DCCMsRt are perfectly
known at the BS, for allt.

In order to assess the performance of the proposed tech-
nique, for eachtraining block, a different channel was drawn
and the corresponding DCCMsRt were used as input for the
proposed algorithm, which computes the optimum transmit
filter Wopt, see (14). The normalized optimum filterWon,
see (15), was then used to compute the received powerPt at
the MU for the data blocks. With the assumption that the
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Fig. 2. Histogram of the received powerPt at the MU antenna.

temporal equalizer of the MU can recover all the symbol
energy, the BER (bit error rate) at its output depends only
on the received powerPt and not on the particular equivalent
temporal channel. For each block, the theoretical BER for a
QPSK modulation was calculated based on the corresponding
Pt and the white gaussian noise varianceσ2 at the MU
antenna.

We have simulated two different channels, a single path
channel and a 2 path channel, in order to highlight the diversity
gain provided by the proposed technique. In the 2 paths case,
both paths have the same delay but arrives at the receiver from
two distinct DOAs (direction of arrival). Moreover, both paths
have the same average power of 0.5.

Fig. 2 shows the histogram of the received powersPt for
an SNR of 20 dB. It can be seen that for the 1 path channel,
the only improvement betweenK=1 and K=2 is the 3 dB
array gain, i.e., only a shift to the right in the histogram
(see the dotted and the dashed curves). In contrast, for the 2
paths channel, the proposed technique withK=2 andL=2 can
benefit from the channel’s diversity order of 2, which can be
seen by the fact that the received power is more concentrated
around its (lower) average value.

Fig. 3 shows the outage probability at SNR of 20 dB, which
is the probability that the BER is above a given target BER,
i.e., no reliable communication is possible. From Fig. 3, one
can see that, for the single path case, there is only a scale factor
between theK=1 andK=2, which reflects the 3 dB array gain.
However, for the 2 paths channel, the curve forK=2 andL=2
(solid curve) shows that the probability of higher BERs is
reduced and the BER is more concentrated at lower values,
when compared to the single antenna case (dotted curve). The
outage probability at10−2 are 5.122 % forK=1, 2.671 % for
K=2 (one path) and 0.537 % forK=2 andL=2 (two paths).
The proposed technique presents an outage probability which
is more than 9 times lower than the single antenna and almost
5 times lower than the two antennas and one path channel case,
which means a significant improvement in system capacity.

In order to gain insight into the proposed technique, we
have simulated the 2 paths channel, with DOAs of0◦ and
90◦, for 2 antennas (K=2) and 2 temporal coefficients (L=2).
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Fig. 3. Outage probability at SNR=20 dB.

Fig. 4 shows the radiation pattern of each spatial slice (τ = 0
andτ = 1). It is clear that each pattern points towards one of
the channel’s path. Due to the delay introduced by the filter,
each path will carry a different symbol. Since the symbols of
different instants are independent, at the receiver’s temporal
equalizer, both paths will be summed in power and a diversity
gain will be obtained.

In the sequel, we compare the proposed technique (CPA)
with the more classical techniques of pure beamforming [19],
denoted BF, and the Alamouti scheme [7]. This comparison
is carried out in an indoor environment for3 × 104 blocks.
The simulated indoor channel consists of a great number of
multipaths with DOA uniformly distributed around the MU
antenna. All multipaths have the same propagation delay and
thus they arrive at the same instant at the MU antenna. The
outage probability of the three techniques (when applicable)
at 10−2 is showed in Tab. I for different numbers of antennas
(K) and temporal coefficients (L). It can be seen that the
CPA technique have the same performance as the Alamouti
scheme and pure beamforming, but is more flexible than both
techniques since the CPA can be applied with any number
of antennas and temporal coefficients. Moreover, the CPA
technique can be applied regardless of the correlation between
the antennas.
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Fig. 4. Radiation patterns for each delay of the transmit filter W.
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TABLE I

PERFORMANCECOMPARISON FOR ANINDOOR CHANNEL

Outage Probability [%] @ BER=10−2

K L CPA BF Alamouti

1 1 5.142 5.142 –

1 2 5.142 – –

2 1 3.999 4.058 –

2 2 0.602 – 0.595

In order to show the flexibility of the proposed technique,
we have simulated the frequency-selective fading channel
of [20]. The inter-element distance was set to1.5λ and the
SNR to 14 dB. In this case the Alamouti scheme can not be
used due to the temporal spread of the channel. Tab. II shows
the outage probability at10−2 for the CPA and BF and for
different number of antennas (K) and temporal coefficients
(L). It is clear that the CPA with only one temporal coefficient
(L=1) is equivalent to pure beamforming and that the inclusion
of more temporal coefficients leads to better performances.
Significantly better performances are obtained in the case of
3 antennas since the channel model represents a very rich
scattering environment, which has a high diversity order. Thus,
to profit from this high diversity order, it is necessary to better
focus on the individual multipaths. It is worth noting that using
the CPA withK=3 andL=3 represents a gain of 6 times in
the outage probability with respect to BF withK=3.

V. CONCLUSION

We have proposed a technique called the Constant Power
Approach (CPA) that exploits the multiple antennas at the base
station to make the received power at the mobile user receiver
as constant as possible. This scheme is based on a criterion of
the type CM (Constant Modulus). Moreover, we have derived
an adaptive algorithm to optimize this criterion. The analytical
proof of convergence of this algorithm is however yet an open
issue to be investigated. The use of other CM algorithms can
also be envisaged.

The simulation results show that the CPA technique presents
the same performance as the Alamouti scheme and pure
beamforming in equivalent scenarios. The CPA is however
more flexible than both techniques since it can be applied with
any number of antennas and temporal coefficients. Moreover,
the proposed technique can perform jointly beamforming and
transmit diversity, which is a very suitable feature for in-
creasing capacity and improving quality in multiuser wireless
communication. The Alamouti scheme, on the other hand,
creates a higher level of interference by transmitting in an
omnidirectional manner.
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