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Abstract – RTS-CTS is a mechanism used to solve 
the hidden node and exposed node problems in a wireless 
environment. However, it has been shown by analysis 
and simulations that in general in a multiple hop 
network RTS-CTS is not always beneficial, and can, in 
fact, hurt throughput. In this paper, we measure the 
performance of a layer-2 mesh network implementation 
with and without the RTS-CTS mechanism. The test 
results shown in this paper were obtained through 
experiments performed using OLPC's XOs laptops. The 
mesh network plays a vital part in OLPC’s project, both 
by allowing easy collaboration within a school with no 
further infra-structure and also by potentially being a 
tool for digital inclusion by extending Internet 
connectivity to students’ homes by multi-hop paths. The 
main contribution of this paper is the use of actual 
hardware for experiments, since the majority of the 
research done is based on simulations, which may not 
account for all effects seen on the experiments. 

Keywords – Wireless mesh networks, CSMA, RTS-
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I. INTRODUCTION 

Mesh Networks is a generic name used to refer to 
multi-hop ad-hoc wireless networks. Usually, these 
networks are implemented using layer three routing 
protocols. However, IEEE is working on a standard, 
802.11s, which implements a layer 2 mesh network. 
OLPC’s XOs [13] - the one-hundred-dollar laptop - 
implement their mesh network according to IEEE 
802.11s draft. 

One of the key points of IEEE 802.11 standard is 
how to control multiple access. To accomplish this 
goal, the standard presents two mechanisms: CSMA 
(Carrier Sense Multiple Access) and CSMA/CA 
which uses RTS – CTS (Request to send – Clear to 
send) to avoid collision on data frames. CSMA/CA 
differs from CSMA/CD as it avoids collision instead 
of just detecting them. [1][2] It is well-known that the 
use of CSMA can suffer from the hidden node and 
exposed node problems, which are responsible for 
serious network performance issues.  

In order to minimize these problems, it is also 
possible to enable the RTS-CTS mechanism. The 
RTS-CTS mechanism was developed to solve the 

hidden node and exposed node problems in infra-
structured wireless networks. It would be possible to 
expect that, even for an ad-hoc network, performance 
improvements would be seen. However, as shown in 
related work and by the results obtained the opposite 
holds.  

Midiacom Laboratory, which belongs to UFF’s 
Telecommunications Engineering Department, is 
performing experiments with OLPC’s XOs as a part of 
the RUCA project [3]. In this paper, we present the 
results of the tests performed in multi-hop 
environments with and without RTS-CTS. 

In section II, we present the hidden node problem 
and how the RTS-CTS mechanism solves it. Positive 
and negative aspects of this mechanism are presented 
together with related work. In section III, the main 
characteristics of IEEE 802.11s draft mesh networks 
are shown. In section IV, the methodology and 
description of the tests performed are presented. The 
results are shown in section IV, and future work and 
conclusions in section V. 

II. HIDDEN NODE PROBLEM AND RELATED WORK 

Suppose node B is transmitting data to node C and 
that node A cannot listen do node B’s transmission. 
So, node A may start its transmission to node C, while 
node C is receiving data from B. A collision will occur 
in node C. This problem is known as the hidden node 
problem (Figure 1). 

 

Figure 1 - Hidden node problem 

RTS-CTS mechanism is used to avoid this 
scenario. When the sender wants to transmit, it has to 
send a RTS frame to the destination first, in order to 
reserve the medium. Every node inside this sender 
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transmission range is able to listen to this packet. The 
RTS contains an estimated time of the total 
transmission (transmission time plus ack arrival time). 
If the destination accepts this transmission, it sends a 
CTS frame back to the sender, containing the total 
transmission time that should be enough to attend the 
value specified in the RTS frame. 

Any other node that receives the CTS should not 
transmit until the time set in the frame is up. It is 
assumed that if the node received the CTS, it is 
because it is inside the transmission range of the 
destination node. Thus, because the node that is not on 
the radio range of the transmitter will wait for the time 
given in the CTS, the hidden node problem is solved. 

The main advantages of using RTS-CTS 
mechanism are:  

1. RTS and CTS frames are small (20 and 
14 bytes, respectively);  

2. it solves the hidden node problem, 
reducing the probability of collisions; [4]  

3. there is an improvement in efficiency 
when large packets are being sent. 
Collisions should be reduced to the time 
it takes to send RTS and CTS frames, 
instead of happening with larger frames.  

On the other hand, the use of RTS-CTS also has 
some disadvantages:  

1. its overhead, which is greater than the 
small size would point to. Because 
RTS/CTS frames have to be sent at the 
base codification (1Mbps). 

2. it may prevent successful transmissions 
under circumstances that CSMA would 
allow, when the network topology is a 
chain of nodes. There are a few 
particular scenarios when the chain is 
composed of five nodes shown in [6]. 

Several papers ([5][6][7][8]) have described 
investigations on the influence of the RTS-CTS 
mechanism in wireless networks. In [5], the authors 
show the limitation of this mechanism “due to the fact 
that (the) power needed for interrupting a packet 
reception is much lower than that of delivering a 
packet successfully.” According to this work, RTS-
CTS handshake is not able to prevent all interference 
as expected in theory. In other words, the interference 
range is, in fact, much larger than the transmission 
range. 

In [6], the authors present many situations where 
the interaction of these control frames derives new 
problems to the network, experiencing a performance 
even worse than CSMA. According to them, this fact 
becomes more evident when RTS-CTS mechanism 
prevents transmissions that could occur concurrently 
and successfully under CSMA. 

In [7], it is also shown that, in some cases, the 
interference range is much larger than the transmission 

range, where RTS-CTS mechanism would not perform 
well.  

In [8], a solution is proposed to solve the large 
interference range issue: modify the 802.11 standard, 
in order to dynamically adjust the transmission rights 
and reception wills in accordance with the shared 
medium status near transmitter and receiver, 
respectively. 

As can be seen in this section, a lot of work in 
order to evaluate the impact of RTS/CTS had been 
done so far. This issue directly impact wireless 
networks performance, especially multi-hop ad-hoc 
wireless networks, where a packet has to pass through 
a chain composed by several wireless links in order to 
reach its destination. This is a potential scenario for 
the interference due to adjacent nodes to occur. 

All the works mentioned before were performed 
based on simulations or analytical analysis. None of 
them presents real network performance data, which is 
the main contribution of this paper. 

III. IEEE 802.11S STANDARD 

The IEEE 802.11 Task Group S is working on the 
draft of its Extended Service Set Wireless Mesh 
Network proposal - the future IEEE 802.11s standard. 
OLPC’s is using the first draft as the basis of its mesh 
implementation in the XO laptop. In this section we 
show some aspects of 802.11s giving special attention 
to the OLPC’s implementation of the draft. 

A. 802.11s Architecture 

According to the 802.11s draft, nodes in a mesh 
network belong to one of the four categories shown in 
Figure 2: 

1. Client or Station (STA) is a node that 
requests services but does not forward 
frames, nor participate in path discovery 
(described bellow) 

2. Mesh Point (MP) is a node that participates 
in the formation and operations of the mesh.  

3. Mesh Access Point (MAP) is a MP who has 
an attached access point (AP) to provide 
services for clients (STA) 

4. Mesh Portal Point (MPP) is a MP with the 
additional functionality to act as a gateway 
between the mesh and an external network 
like the Internet, for instance. 

 

Figure 2 - mesh network architecture 



XXV SIMPÓSIO BRASILEIRO DE TELECOMUNICAÇÕES - SBrT 2007, 03-06 DE SETEMBRO DE 2007, RECIFE, PE 

 

XOs have one single radio and therefore one 
physical layer (PHY). Nevertheless, the wireless 
driver implements two interfaces: eth0, the main 
interface which is used for infrastructure traffic and 
msh0, for mesh traffic. 

Therefore XOs can perform as STAs or MPs. They 
can also perform the MPP role and forward traffic in 
and out the mesh. There are two methods of turning an 
XO into a MPP. The first is to connect the XO to the 
wired infrastructure using an external USB-Ethernet 
adapter and forward traffic between the wireless mesh 
and the wired network. The second method uses 
scripts developed by Cozybit (www.cozybit.com) that 
take advantage of the XO’s virtual interfaces, 
associating eth0 to an access point and forwarding 
traffic between msh0 and eth0. In this case, both 
interfaces should operate on the same channel as there 
is a single PHY in use. Presently, both options – the 
adapter or the MPP scripts, will need extra software 
and configuration. 

One last issue concerning MPPs is that stations 
should be able to find them and to choose between 
them if there is more than one.  

B. XO radio subsystem design 

The XO’s radio subsystem is completely 
independent of the rest of the computer, although 
resides in the same board

1
. It is composed of a Marvell 

88W8388 chip, an onboard ARM 9 processor (plus 
ROM and RAM) and an 802.11g interface. XO’s two 
rotating bunny ear antennas provide diversity and are 
quite effective if compared to the usual concealed 
antennas of commercial laptops. 

The radio system is connected to the main cpu (an 
AMD Geode processor) by a Universal Serial Bus. 
This brings important implications to throughput, 
since all the IP traffic will be transferred through the 
USB, from the cpu to the radio and vice versa. 
Because of this architecture, the maximum throughput 
we could register in out tests, was 13.9 Mbps, using 
the tool iperf [12] to generate an UDP flow. On the 
other hand, this allows for operation of the mesh even 
with the main processor in sleep mode. 

C. Routing 

Currently, 802.11s’ mandatory routing protocol is 
the Hybrid Wireless Mesh Protocol, or HWMP [9], 
which uses elements of Ad hoc On-Demand Distance 
Vector (AODV [10]), and also concepts of tree-based 
routing. The draft also allows the use of the RA-
OLSR, which is based on OLSR [11]. 

AODV is an IP routing protocol, which exchanges 
routing messages via UDP datagrams. In contrast, 
HWMP is a layer two protocol. As we will 

                                                           

1
 In some prototypes it is a daughter board, because 

components have different pin spacing than normal PC 
parts, as they were made for cellular telephones, and 
isolating on a daughter board makes production easier and 
also minimizes electrical noise. 

demonstrate next, the choice of layer two for the mesh 
implementation brings some advantages.  

Because of XO’s architecture (described above), 
all layer two processing is handled by the radio 
subsystem, relying on the main CPU (AMD Geode 
GX-500) only for TCP/IP processing. The main CPU 
and the radio are connected via Universal Serial Bus 
(USB), which imposes a limit on performance, not 
because of USB’s speed, which is quite adequate, but 
because of constraints on the subsystem that manages 
USB. 

One of the design goals of the XO is enabling a 
node to forward frames and routing information even 
when the main processor is turned off. And this is 
possible not only because the radio and layer two 
processing is detached from the main CPU but also 
because the layer two network subsystem needs no 
more than 0.5 watts to operate. This way another 
important premise – low power consumption – is not 
violated. 

The OLPC mesh implementation is based on 
version 0.1 of the 802.11s draft and its routing 
protocol is a simplified version of the HWMP. 
Currently, XOs implement only on-demand route 
discovery and no proactive routing mechanism, i.e. no 
tree-based routing. 

XO’s mechanism for finding another XO’s given 
its MAC address is also based on HWMP. If a XO (S) 
needs to discover a path to another XO (D) it 
broadcasts a RREQ frame (Route Request Mesh 
Management Frame). Every node who receives an 
RREQ and is not the destination node will broadcast it 
again. The request will eventually reach its destination 
D, who will respond with an RREP (Route Reply 
Mesh Management Frame). The RREP will be 
forwarded back to S through a sequence of unicast 
transmissions. This is possible only because every 
node that broadcasted the original RREQ has learned a 
reverse path to S. 

In a similar way, when forwarding the RREP back 
to S, intermediary nodes will learn a “forward route” 
do D. When S finally receives this RREP he can 
transmit frames to D because they will be forwarded 
through the forward path. 

When S in its turn needs to send frames to D the 
process is the same, i.e. S sends an RREQ frame, and 
the above cycle is repeated. In this mechanism the 
forward paths from S to D and the one from D to S 
may be different.  

It is worth noting that broadcasted frames are not 
acknowledged in 802.11 which means that lost 
RREQs will not be retransmitted by the sender. We 
observed that XOs send out many copies of the 
RREPs and they do so by varying the transmission 
rate and associating different metrics to each one of 
the successive requests. For requests broadcasted in 
54Mbps, for instance, the metric will be lower (better) 
than the consecutive try, in 36 Mbps, and so on.   
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Frames transmitted at lower rates have higher 
probability to succeed but their associated metric is 
higher (worse). So, if a choice exists, the protocol 
tends to select the higher throughput path. However, 
the choice for higher performance links must take the 
number of hops into account. In terms of airtime, 
energy savings and aggregated cpu cycles, one slow 
hop can be more effective than many fast hops.  

If during the forwarding mechanism a frame can 
not be delivered, the sending node must transmit a 
RERR (Route Error Frames) back the path, thus 
enabling predecessors to mark the route as lost. Also, 
because routing information is supposed to be soft 
state, the XOs will periodically “forget” the route and 
restart the path discovery cycle. At present this refresh 
time is set to 10 seconds and presents another protocol 
tuning point to be investigated. 

By now, the only mechanism a XO has to find its 
neighbors is the RREQ/RREP and this is also used to 
discover and select a Mesh Portal Point. Whenever a 
station wants to find a MPP – for instance, if it has 
internet traffic to send – it sends an RREQ to a special 
address (C0:27:C0:27:C0:27). Each Mesh Portal Point 
present will answer to that request (sending a RREP). 
If the STA receives more than one answer, it will 
select the MPP with the lower cost path. 

IV. METHODOLOGY AND DESCRIPTION OF THE TESTS 

In an effort to evaluate the influence of RTS-CTS 
mechanism in multi-hop ad-hoc wireless networks we 
used OLPC’s XOs. 

We used three methods to compare the throughput 
in each scenario (with RTS-CTS activated, and with 
RTS-CTS not activated): iperf-udp, iperf-tcp and scp. 
Iperf is a measurement tool developed by the 
University of Illinois. It measures throughput, TCP or 
UDP, between two nodes. Packet loss data was also 
obtained via iperf.  SCP is a secure copy application 
that runs over TCP.  

In order to be sure that the frames were being 
delivered the way we needed we employed the 
blinding table (BT) feature. BT allows us to set which 
MAC addresses should be ignored by the XOs. Or, 
alternatively, which MAC addresses should be 
accepted by the XOs, ignoring all the unspecified 
ones. This feature is very useful to force multiple hops 
in a chain of nodes topology, for example, as in Figure 
3. 

The first step of the tests was to make sure that the 
XOs were implementing the RTS-CTS mechanism 
properly. To accomplish this, we used a sniffer to 
capture the traffic we generated with three-XO-chain, 
prior to the actual testing. We set the RTS threshold to 
999 bytes and also configured the blinding table then 
we used ping from one side of the chain to the other 
and no RTS-CTS frame was captured by the sniffer. 
As the ping packet is smaller than the RTS threshold 
we set, this behavior was expected. After that, we ran 
iperf from one side of the chain to the other. This time, 
we could see RTS-CTS frames being captured by the 
sniffer, again, as expected. This way, we could be sure 

that the RTS-CTS mechanism was implemented 
correctly by the XOs. Notice that in this scenario, we 
just wanted to verify its functionality, not its 
performance. So, the fact that the laptops were side by 
side didn’t have any effect on the results. 

 

Figure 3 - Blinding table operation – the nodes in the edge must 
forward their frames through the central node 

In order to evaluate the impact of RTS-CTS to the 
network performance, we moved the laptops far away 
from each other, so that the interference among them 
could be minimized. We placed each laptop in a 
different floor of the five-floor University building. 
Along with this procedure, the blinding table was 
configured to force the multiple hop communication. 
For one particular test, we reduced the transmission 
power of the XOs, so that the interference among 
them could be at the lowest level we could get. 

V. RESULTS 

As we have already described in section IV, we 
ran these tests with iperf generating TCP and UDP 
traffic and also with the nodes downloading a file 
through SCP. However, throughput measurements are 
more representative when we evaluate UDP traffic 
instead of TCP. TCP has a lot of inherent features like 
slow start and flow control that inhibits network 
throughput. This is the reason why we will present our 
UDP results in mode detail, even though we got the 
same behavior running the tests with TCP or SCP 
(which also runs over TCP).  

The first test used iperf, and it generated UDP 
packets with the default size of 1460 bytes, which is 
smaller than the default RTS-CTS threshold value (of 
2347 bytes). In other words, the traffic generated 
should not enable the RTS-CTS mechanism. In Figure 
4, we present the minimum, maximum and average 
results, along with an error bar capturing the standard 
deviations for the test. 
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Figure 4- UDP Throughput vs Hops without RTS-CTS 

For the second test we set the RTS threshold set to 
999 bytes, thus generating UDP traffic with packets 
larger than the threshold, i.e. RTS-CTS mechanism 
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was enabled in this scenario. The results are plotted in 
Figure 5. 
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Figure 5 - UDP Throughtput vs. Hops with RTS-CTS 

The comparison between the scenario with and 
without RTS-CTS is shown in Figure 6. As can be 
seen, in the topology described in Section IV, the use 
of RTS-CTS makes the network performance worse. 
We have a 10% loss for the first hop, 30% for the 
second, 64% for the third and 74% for the fourth hop.   
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Figure 6 - UDP throughput with/without RTS-CTS comparison 

As we mentioned before, the same tests were 
performed with iperf generating TCP traffic and also 
with the nodes downloading a file through scp and the 
same behavior was observed – RTS-CTS enabling not 
only did not help, it actually presented worse results. 
Figures 7 (for SCP) and 8 (for iperf TCP) demonstrate 
that. 
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Figure 7 - Comparison for a SCP file transfer 
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Figure 8 - Comparison for an Iperf TCP series of tests 

Finally, we also reduced the XOs transmission 
power and repeated the tests, so that the interference 
among them could be minimum. Even in this scenario, 
the same behavior was observed and, for the sake of 
conciseness we omitted these results. 

VI. FUTURE WORK AND CONCLUSIONS 

There are many reasonable explanations of why 
the use of RTS-CTS is harmful to the network 
performance. In the four-hop topology we suggested, 
the main fact that can be responsible for this behavior 
is the interference range that is proved to be much 
larger than the transmission range. The overhead issue 
becomes more critical when dealing with small 
packets. Also, the RTS-CTS mechanism prevents the 
nodes from transmitting under such circumstances that 
CSMA/CA would allow. 

The results of our tests along with all the previous 
work on RTS-CTS effectiveness show that, in a real 
network, the use of this mechanism, most of the time, 
makes the network performance even worse. We 
couldn’t find one single scenario where the use of 
RTS-CTS improves the network performance. 

The main contribution of this paper is to present 
practical results of a subject that many people have 
studied theoretically, through analytical analysis and 
simulations.  

On another phase of the RUCA project, we also 
tested the maximum transmission range between two 
OLPC’s XOs.  One of the results of this test is 
presented on Figure 9. In this test we generated a flow 
of small iperf-udp packets (50 bytes) and that accounts 
for the relatively low throughput obtained. 

Notice that up to 400 meters away from each 
other, the XOs’ throughput was around 218.5 kbps, 
which is very acceptable considering that the 
maximum throughput for packets this size would be 
less than 550 Kbps. Packet loss was approximately 
zero. At 450m, the throughput went down to 
69.42kbps, which is still acceptable. However, if we 
consider the same performance loss due to the RTS-
CTS mechanism we had in section V, we would have 
much less throughput. 
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Figure 9- Maximum transmission range 

We couldn’t perform multi-hop tests along with 
the maximum transmission range because is very hard 
to find a place to deploy this test bed. Our test place 
should be at least 1.5 kilometer long, plain, free of 
electromagnetic interferences, especially in the 
2.4GHz band. From now on, we’ll put all our effort to 
find a place that follows the conditions mentioned 
above, so that we’ll be able to perform multi-hop tests 
along with the maximum transmission range of the 
XOs. We believe that the interference among the XOs 
will be reduced, but so will be the received 
transmission power. This way, we’ll have to find the 
perfect balance of the signal to noise ratio if we want 
to figure out the XOs best performance scenario. 

For digital inclusion purposes, the decision of 
using RTS-CTS can be the difference of making one 
more child to access to the Internet, for example. 
When you consider countries like Brazil, with high 
statistics of poor children, each child reached by a 
digital inclusion should be taken into account. This is 
why a simple decision of enabling or disabling RTS-
CTS should be taken very carefully. 

The same way we carefully tested RTS-CTS, and 
will perform more tests in the future, all tunable 
parameters of the IEEE 802.11 are being investigated, 
so the best solution, or at least the one that will cover 
most scenarios and result in good throughput can be 
implemented. 
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