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Blockwise Noncohereni/-APSK Channel: Coding
Scheme for Iterative Receivers

Daniel C. Cunha and Jaime Portugheis

Resumo—Um esquema de codificago de faixa eficiente para differential encoder. Our scheme is similar to that usedin [
receptores iterativos foi investigado. Canais @o-coerentesM-  for block Rayleigh fading channels. Moreover, since it idlwe
APSK (do inglés, M-ary Amplitude Phase Shift Keying) foram  nown that joint channel estimation and decoding can be a

considerados. O esquema prde uma nova abordagem para ful techni to obtai d f f n
um receptor iterativo baseado em grafos-fatores. A abordagm usetul technique to obtain good pertormance for noncoferen

considera o uso de codificsp diferencial ndo binaria. Uma Channels, an iterative receiver described by a factor giaph
comparagio de desempenho do esquema parédaigos LDPC (do also developed [1].

inglés, Low-Density Parity-Check) com comprimentos curtos sed In this paper we begin to analyze the proposed coding

descrita. scheme with short length codes. The analysis consider phase
Palavras-Chave— Canais o coerentes, constelips M- quantization, interleaving strategy, number of iteragiand

APSK, decodificagio iterativa, grafos-fatores. schedules for the sum product algorithm associated with the
Abstract— A bandwidth efficient coding scheme for iterative receiver factor graph. The outline of the paper is organaed

receivers is investigated. Blockwise noncoherent/-APSK chan-  fo|jows. We define the signal constellations and the channel
nels are considered. The scheme proposes a new approach for a

iterative receiver based on factor graphs. The approach caiders model in $ect|(_)n II. In S_ectlon IIl, we describe th.e .tran$e1||t
the use of differential encoding and non-binary modulatios. A and the iterative receiver of the system, defining all the
comparison of the performance scheme for LDPC codes with messages of the graph and the schedule for the sum product

short lengths is described. algorithm. In Section IV, some numerical results are presin

Keywords— Noncoherent channels, M-APSK constellations, 10 summarize, conclusions are drawn in Section V.
iterative decoding, factor graphs.

II. SIGNAL CONSTELLATIONS AND CHANNEL MODEL
I. INTRODUCTION

L o . We conside// -APSK constellation diagrams which consist
In many communication scenarios it is difficult to acquire

th ; h £ th ved sianal. In th i N different amplitude rings, each one withphase values.
the carrier Ip ase o d?hreictilve Elgna. n _esehscer,l t'of’rhe amplitude values of the rings differ by a constant factor
IS commonly assumed that the unknown carrier phase rota 'Praenominateding ratio. Such constellations will be denoted
is constant over a block af symbols and independent l‘romb M-APSK (N, P), with M = NP
block to block. This scenario justifies the use of a channeY.l_he nout of7the, channel is a 'vector of lenglh S —
model known as the blockwise noncoherent channel. The P - i N
S o s1, 82,...,S1], whose components; = a;e’? represent
cor_nmunlgatlon system modl_JIatlon IS usuaﬂy-gry Phase ‘APSK-moduIated symbols. The amplitudgscan assume one
Shift Keying (M/-PSK), but in the case of high spectraof N possible discrete values angl can assume one of
efficiencies, M-ary Amplitude and Phase-Shift Keying/(-

o . ~ P discrete phases, so the signal belongs to aM-APSK
APSK) with independent phase and amplitude modulatlons(lﬁf P) consFt)eIIation The outgllj?is alsoga vector of length
preferable. ! '

The capacity of a noncoherent ANGN channel in the caé R = [r1,75,..,7.] , whose components may be expressed

of input symbols drawn from ad/-PSK and from ani- ,

APSK modulation has been investigated in [11] and in [12], ri=siexp (j0) +m . 1=1,2,...L 1)
respectively. The results of both [11] and [12] show that for , o ,
large L the capacity of a coherent channel is approached by t‘g{_ge_rge |sda phas: S_h'ﬂ mtr(c)nducedTl:r)]y thﬁ channel _umformely
noncoherent one. The results of [12] indicate that the aaiter Istribute O\éler tke ;ntervz{b, 2|7T)' d ep "?‘Sg remzms cfons-
capacity is approximated faster when differential encgdi tant over a block ofi. symbols anc It IS ndepen ent from
used. Motivated by this latest result and by our interest ock FO block. The complex adFj|t|ve noise are indepen-
high spectral efficiency systems, a bandwidth efficient ogdi Qent _cwcularly symmetric Gaussian vqnable;, whose redl a
scheme employing differential encoding is investigatethin maginary parts are each zero mean with variarice- No/2.
paper. This scheme is composed of a serial concatenation of a

Low-Density Parity-Check (LDPC) code, an interleaver and a I1l. CODING SCHEME FORITERATIVE RECEIVERS

Daniel C. Cunha, Departamento de Engenharia Elétricayl&$olitécnica The block diagram of the communication system proposed
(POLI), UPE, E-mail: dccunha@upe.poli.br. Jaime Portigjheepartamento

de Comunicacdes, FEEC, UNICAMP, E-mail: jaime@decoendeicamp.br. N this Work_ is illustrated _in Fig. 1. Follpwing, we will desbe
Este trabalho foi parcialmente financiado pela FAPESP E3®5-6). the transmitter and the iterative receiver.



XXV SIMPOSIO BRASILEIRO DE TELECOMUNICAQES - SBrT 2007, 03-06 DE SETEMBRO DE 2007, RECIFE, PE

Accordingly, we can estabilish that

| |
|
Inf i ke LDPC Interleaver m-nAPSK | Ns ! , ,
Sou inecod ler “ odulator r
s ! ! " ] 2 = 2i-1Oum %1 » (2)
e _________ o where the operatap,, represents moduld/ sum. Although
mase [HiS SUM is not applied to complex numbers, we will consider
Phs
oisy / 7 -
el That the symbols,, s;—; ands,_; assume values in the set
e {0,1,...,7} and the circumstances will make the distinction
i e e o between symbols and labels.
nfo. S le—{ Deinterleaver fa—{ ifferential ‘1, | e é
Info. T } Decoder D 1 Demodulator Estimator | On the other hand, we can repreSEpBS
I |
| ’ ’ L7
i ( s; = a; exp(j;) - 3
Symbol . . . .
i ! Remapping This representation is also valid for symbeﬂs_1 and s;_;.
o T s The amplitude level, , is defined by
!
Fig. 1. System block diagram. a;l =rPi14 . (4)

Similarly, a;_; = rPi-*A. The variablesD; , and D; ;
depend onN . Considerings8-APSK(2,4) constellation, we

The transmitter is composed of a LDPC encoder, an intg{zya n7 — o Therefore,D,_, and D;_; are binary variables
leaver and a\/-DAPSK modulator. The LDPC codes used irhndD-,l — bl We canzaéfine thé_variabké- representing

the transmitter are rate one-half codes obtained from [B¢ Ty, amplitude differential encoding as
interleaver is the classical block interleaver [3]. Th&ary

A. Transmitter

Differential Amplitude Phase Shift Keying (M-DAPSK) mo- A;=Di 1 @ D, . )
gzggg;s composed of A7-APSK mapper and a differential Table | indicates the dependence betwégnand a;.
The function of the mapper is to generate theAPSK TABLE |
symbols from the scrambled coded bits at the output of the pepenpeNcE BETWEENA; AND THE AMPLITUDE LEVEL a, FOR
interleaver. Fig. 2(a) shows the signal representatiors-of 8-APSK(2,4) CONSTELLATION.
APSK(2, 4) constellation and Fig. 2(b) shows the symbol map-
ping used for the3-DAPSK modulator. EacB-APSK symbol [ 2] a |
is mapped by a sequence of three Bits= [b},b?,b?]. The 0] 4
most significative bitb}, is used to represent the amplitude 1]raA

level of the symbol whereas the other two bit$, and b3, _ _ ,
indicate the phase value. At each amplitude level, the phasé\S we have said, the bits?_, andb;_, are used to map
mapping is done so that just one bit change from a phase vallié Phase value, specifically the phage, . Table Il indicates

to the nearest one as it is illustrated in Fig. 2(b). how this phase mapping occurs.
TABLE |I
DIFFERENTIAL PHASE MAPPING FORB-APSK(2,4) CONSTELLATION.
5
| bf—lbgfl | Pi1 |
1 00 0
6 ZA/’C ™o 4 gi /2
V\ JA A 7T
o 10 37/2
3
- In face of this, the phasé; is given by the expression
(bi = (¢z )mod 21 (6)
@ . whereg;, = ¢, | +¢i_1. If ¢; > 27, we need to invert the
Fig. 2.  (a) Signal labeling o8-APSK(2,4) constellation. (b) Symbol value OfAi_ before. computlpg the amp.“tUde Ieve,].
mapping. When differential encoding is applied, each block has a

reference symbol in its beginning, denoteddq’,y b= (k-

The differential encoding used by tBeDAPSK modulator 1)L + 1, k¥ = 1,2,...,N,, where N, is the number of
is described as follows. Conside;rthez'-th baseband differen- transmitted blocks. Without loss of generality, we may refe
tially encoded symbol. It is obtained 1‘r0|_etj_1 , the previous to the first block and considesr/1 = 0. That is,a/1 = A and
differential symbol, ands;_;, the symbol from the mapper. qb/l = 0. To this end, each symbel is differentially encoded
We define the Iabek;,z; € {0,1,...,7}, associated to the considering the previous symbﬁél,1 as reference. Each block
symbols; according to Fig. 2(a). Likewise, the labels ; and of symbols does not depend on the previous block, i.e., the
z;,l are related to the symbols_; and 5;71 , respectively. first symbol of the block is not encoded from the last symbol
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of the previous block. For this reason, each block has its owepresents the indicator function of the LDPC code, where
fixed and independent reference symbol. h; is the t-th line of the code’s parity check matrid and

To obtain the transmission rate of the system denoted sas is the number of the lines dflL. The functionI{s; =
R, , consider the Fig. 1. The transmission rate is defined b{(b;)} refers to the mapping of each subget of m bits

the equation of the codewordx into a modulation symbos; whereas the
ke functionsI{s, = s;—1 ® s;_1} andI{s, = 0} represent the
Rs = T (7) . . v . . v ’

N differential encoding. In its turn, the terf{s, = 0} refers to
wherek. is the number of information bits at the input of thdh€ reference symbol of each block of symbols. Finally, the
LDPC encoder andV, = N, L is the number of modulated terms N,
symbols at the output of the transmitter. . _

, p(ril s;, Opiyr) (11)
Since N, = n./m (L — 1), we have };[1 /5]
L—-1
Rs=r.m % bits/symbol , (8) and N,
. . [1»©x) (12)
wherer. = k./n. is the LDPC code rate and is the number Pl

f M-APSK ing bits.
© mapping bits are the transition probability density and the channelestat

probability, respectively. In the expression (1[L), is the ceil
B. lterative Receiver operator.

It is well known that for many communication systems The objective function of the.iterative r_ecei_ver may be
joint demodulation and decoding is required for optimum pefePresented by the factor graph illustrated in Fig. 3. @scl
formance. Iterative algorithms that approximate joint rae represent variable nodes while black squares represerttdan .
estimation, demodulation, and decoding, are usually ¢all@°des- In the lower part we have the subgraph 1 representing
iterative receivers. We present an approach based on factdf€¢ LDPC decoder. It is composed of the horizontal bar
graphs for deriving iterative message-passing receivgo-al that represents the set of check nodes, and variable nodes

rithms for channel estimation and decoding as it was done fit: - -+ Zn.) @bove the bar. The blockl. represents the
[1]. The difference, in our case, is that we consider diffiee system interleaver. At last, we have the subgraph 2 grouping
encoding and non-binary modulations. the symbol mapper, the differential encoder, and the cHanne

Factor graph-based descriptions of iterative receivepgap €Stmator.
graphs are used to represent function factorizations g-rapiﬁ
cally. The sum-product algorithm computes the marginals af
the function that the graph represents using message gassﬁn
on the graph. Iy

Iterative receivers can be defined by a function named -
objective function. For this reason, there is a factor graph that
represents this function. Our purpose is to factor the dibjec Lo

function and apply the sum-product algorithm on the faatore __L@_\

graph.
the equation 2

In our case, the factored objective functi@r,, is given by

, e Ns , Fig. 3. Factor graph that represents the iterative recédrdslockwise nonco-
Gs(s,0) = H I'{h; -x=0}- Hp(Ti| Si s Q(i/L]) herent AWGN channel considering differential encodifg= {C(x);Ti =
t=1 i=1

A

= p(rils;,0ri7) i e 2 p(0k);As 2 I{s; = si—1 @ar sy )M 2
’ ’ / A
H{s; =V(bi)} - I{s; = si-1 ®n 5,1} Hsy =0 Vi = Isi = V(bi)}

Ny
I{s; =0} H p(®Ok) , 9) 1) Message Passing: The messages exchanged by variable
k=1 and check nodes follow the rules defined in [6]. The message
passing in the subgraph 1, i.e., in the graph of the LDPC

wheres is the channel input vecto® represents the Channeldecoder, is described in [7]. We will focus on the message

state., andl{-} is fjenominatedndica.tor functipn. Indicator passing in the subgraph 2.
functions are obtained from behavorial modeling of theeyst = .~ . p\e node, sends the message, 7. (6y), de-
and are very important when factor graphs are applied #Red by B '
coding [5].

eterm ., (0x) (0x) ﬁ (0x) , (13)

T 0, —T; (Ok) = prn, —e,, (Ok) - 1, -0, (Ok)
[T7{h x=0}=Ic(x) ) ™ S j:(k_l)w“ *

t=1

J#i



XXV SIMPOSIO BRASILEIRO DE TELECOMUNICAQES - SBrT 2007, 03-06 DE SETEMBRO DE 2007, RECIFE, PE

where HT; 6, (0x) is the message sent froffi to 6, and After computing s, v, /(s ) the messages from the part
uir,—ae, (0) is the message sent froky, to 6, . The message of the graph related to channel estimator are ended and
ui,—o, (01) describes the phase distribution introduced by ththe differential demodulation subgraph begins to comptste i

channel. messages. This stage is characterized by the executiore of th
The function nodeT; is characterized by the transitionforward/backward algorithm [6]. The forward stage compute
probability density, and is represented by the messageg /. (s;) andp, o (s;).
T (n,s 0) 2 p(r] S; 0k) The messag@,: .., (s;) is given by the equation
1 r; — s;ejek NS;HAHI(%) Hp;—s! (s ) Hr, ) (si) - (20)
- V2o P 202 - (14) Specifically at the beginning of eadhth block of symbols,
we have that the messaggﬁs/_(s;) is given by
According to the update rules of the sum-product algorithm L &—0
6], the messager, .o, (0x) may be written as (s5) = S A
[6] 9pz:—0, (1) May Has (53) { 0, s=12..m-1 &b
pri—o (k) = Z Ti(ris i, 0k) - 1y, (57) wherei = (k — 1)L + 1,k =1,2,..., N,. The initial values
~{0x} to the messagp,, /(s ’) in (21) are due to the knowledge
= Zp(m S;,0k) o, (s;) - (15) of the first symbol of each block, the reference symbol, by the
o, receiver. For the other block symbols, the message. - (s;)
/ is computed by the equatlon
Meanwhile, the message,. . (s;) is defined by , ,
' ‘ MA7_>3;(51) = Z A Si—1,5i—1,S 7,) ':uszil_J\i(Si—l)
2m
N{s
fiy, g (85) = /P(Tz'|8m9k)ﬂewﬂ(9k)d9k : (16) C siy—n (8ic1) (22)

0 where A; ( s, 1,%i_1,s;) is the indicator function/{s;, =

The integral substitutes the summary becafjses a conti- 5. |, @, Sz 3.
nuous variable. Depending on the complexity@f 7,(0x),  After the forward stage, the backward stage starts with
computing (16) can become difficult. Therefore, we will usgach variable node; and each function noda; responsible

a canonical distribution to the messagg, .1, (6x) [1]. We  for processing two messages. First, the variables nagdes
will consider a quantized canonical distribution whéjehas ypdate the messages; (S;) and computen, »(S;)_

Z discrete values. Consequently, the parameterized mes
Ne,ﬁTi (61) is given by SPRE updating ofuS 1 ( ) is given by

/ ’

z R He! s, (s;) = Hp—s) (s:) Hp;—s) (5;) ) (23)
pgy—r, (Ok) =Y a=0(0) — Orz) . a7)

z=1

except for the last node of each block whereHT( /) =

Ln .y . because it is a variable node with only two
nelghbors The other message computed by the variable nodes

Siv My, (s ) is given by

Another good approximations, using Fourier and Tikhonov p
rameterizations, were applied in iterative algorithmsposals
to another models of phase-noisy channels [8], [9].
To find the coefficients:,, we compute the nominal mes- ! !
z P / S, s;) - 24
sage given by (13), assuming discrete phakes In other oo (83) = g (8 ) Haiia—s, (30) (24)
words, the coefficienta, are given by Following, the function nodes\; compute the messages

. . T (5;71) and s, s, ,(si_1), where
a; = po,—1; 0k = Okz) = prr,—o, (0 = Orz) -t '
kL !
~ MAI.*,S S;— 1 A Si—15,Si—1,S Z) -/LS —A; ( )
H w1y — o, (O = Okz) (18) N{Sz:]}
ji=(k—1)L+1
7= j#) T Msii—A (Sifl) (25)
Definitely, the coefficients, are the parameters to be passednd
during this stage of the algorithm and the message, ( -) /
may be written as fidi—sia (8i-1) Z Ailsi-1:8i-1,51) '“SLﬁAi(SFl)
’ ’ N{Sl ]}
,LLTl-—m; (81) = Z T%(Tiy Si ek):uek"Ti (ek) . 'us;ﬂAi (S;) . (26)
~{s;}
L2 After a backward stage, the messages_.s, ,(si—1) g0
Hm — 5;e00k to the lower part toward the LDPC decoder. Since the variable
= Zaz Pl 9,2 | (19) nodess; have two neighbors, they just forward the messages

HA;—s;_,(8i—1), renamed asus,_.v;(s;), to the function
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nodesV; . In addition to that, the nodes process the message Before entering in the LDPC subgraph, the messages ar-

Ms,—Aq. (si) that is equal tquy, ., (s;) . riving at the nodesr; are converted to log-domain by the
The messag@y, s, (s;) is given by equation
Io(2) = (Mvi—»zi (z; = 0))
m e(@i) =In | —————— ], (34)
wisi(si) = Y I{si =V(b)} [] mr—vi 7). 27) i, (@i =1)
~{s:} n=1 providing the initial LLRs of the log sum-product algorithm
The other message processed by notesyv; iz (b¢) , is At this point, the messages in LDPC subgraph follow the rules

defined in [10].
Finally, the algorithm checks the stop condition, i.e., if
o i n XHT = 0. If it is not verified, the algorithm computes the
pvi—vp (07) = Z I{si = V(bi) s, —vi (si) H poy —v; (b )messageamﬁvi (x;), or equivalently,e v, (b¢), using (30)
~{bi s and (31), and considering LR(b$) = L(Q;) [10]. Then, a
(28) new iteration begins.
For 8-DAPSK modulation;n = 3 in the equations (27) and
(28). IV. SIMULATION RESULTS

1 1 (07
To end the description, we have the_ messages. v, (b7') . In this section, we present the system performance conside-
that are messages sent from the variable nodes representin L ; : .
rng the proposed joint demodulation and decoding algorith

codewords to the .mc.)dulatlon_ mapping nodes. Th|s message performance is assessed by computer simulations irsterm
corresponds t@ priori probabilities of the coded bits and IS ¢ Bit-Error Rate (BER) versus, /Ny , E, being the received

obtained by

given by . ; . . e
o o signal energy per information bit. For simplicity, we assm
pg —v, (07) = P(b) (29) " the transmission of all-zero codeword.
where To begin with, we consider the rate one-half LDPC code
exp(LLR(b$)) (96, 48). The M-APSK modulation is th&-APSK(2,4) with

v, (b = 0) = (30)

~ 1+exp(LLR(bY)) uniform input distribution and ring ratie=2.42. The phase
introduced by the channel is constant over a block.cf 9
1 symbols. Fig. 4 shows the system performance for threedevel
1+ exp(LLR(bY)) (31)  of phase quantization. The performance related to the numbe
o ] ) ! of iterations of the algorithm is also shown. We consider a
The Log-Likelihood Ratio (LLR) is expressed by block interleaver withN, = 4 rows andN, = 24 columns.
P(b$ = 0) The estimative of the channel capacity illustrated in Fig. 4
W) (32) is obtained from an average of the upper and lower bounds
. defined in [12].
2) Schedule: Different from a cycle-free factor graph, the gy the curves of Fig. 4, we note that, for a fixed value of
sum-product algorithm begins at the nodesand s;. The {he phase quantization levet), the increase of the number of

and

o —v; (b7 = 1)

LLR(b) £ In <

messages,_, (s;) are computed by iterations (V;;) improves the system performance. The coding
/ gain obtained, with a increase &f;; by a factor of10 and
fy g (si) = { 1, s - 0 . (33) consideringBER = 1073, is approximatel2.55 dB, 1.5 dB
o 0, 8;=12,...M—1 and2.3 dB, respectively forZ = 8,16 and32. In addition, the
wherei = (k — 1)L + 1,k = 1,2,...,N,. The other Variation of phase quantization level, given a fixed numifer o
symbolss; of each block send initial messag,e;s_}Ti(s;) _ iterations, also improves the system performance. Fgr=

1/M . Meanwhile, the messages,_v: (b%) are computed 500, the coding gain obtained with the increase AHffrom
by the equations (30) and (31), considering a initial valge & t© 16 is0.7 dB, and from 16 to 32, i€).4 dB. In spite
LLR(b) equal to zero. of being a decreasing gain with the increaseZfit shows

After that, the nodeq;, IT, , andV; process the message better performance in face of a refined estimation of the
1t (O1) 'NH ) (Gk)l ,andl,tv (ZS_) channel phase. On the other hand, the chang® &om 16

iUk ! k—Uk i8S v . .

The next stage of the schedule is responsible for computizglﬁ%tﬁgr]ymt\@ﬁr%t?ﬁﬂﬁ??oaahtélﬁz@s@ {RePRIfIRITARBSS! e
messagesug, 1, (0x) and s, ., (s;). Later, the nodes pckoiReialdi il the system performance. The intedeav
T; process messaggs;, (s;). With these messages, thdl. exchange the bits of a codeword that are sent toMhe

forward/backward stage starts and the messages,, (s;) DAPSK modulator. The change in parameteévs and N,
q , ted in the f q tl ‘ results in different interleavers. Actually, a change ire th
andLty —ni (s;) are computed in the orward stage. interleaver corresponds to a permutation of columns of the
The backward stage, that is responsible f

/ / Yhatrix H. An attempt to justify the influence of interleaving
messages 'flS;_)Ai(Si)’ py—r,(81) pa—sia(si-1)and a ) Bpe Bit-Interleaved Coded Modulation (BICM) schemes
“Ai—»sg,l(si—l)’ comes next. From this point, the flow ofis presented in [13].

messages goes down to compuyig v, (s;). After that, Fig. 5 shows the system performance and the effect of
the nodesV; process the messaggs; o (b5) through the two distinct configurations of interleaving matrix for LDPC
interleaver. code (1008, 504).The modulation scheme is the same of the
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Fig. 4. System performance considering LDPC cods$, 48). Phase Fig. 5. System performance considering LDPC c¢tié08, 504) for some
quantization level:Z = 8,16,32. Number of iterations:N;; = 50,500. configurations of interleaving matrix,A:Z = 16, N;; = 200. B,x: Z =
Rs = 1.33 bits/symb. 32, N;t =500. Rs = 1.45 bits/symb.
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