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AGC-based SU Selection for Cooperative Spectrum
Sensing with Direct-Conversion Cognitive Radio

Dayan Adionel Guimarães

Abstract— A direct-conversion receiver for cooperative spec-
trum sensing (CSS) was recently proposed to assess the per-
formances of eigenvalue-based detectors and the energy detector
(ED). In this paper, the problem of secondary user (SU) selection
for CSS is solved by a classification method based on the auto-
matic gain control loop gains of the receivers. Low complexity
detectors are compared using this method: the Gerschgorin
radii and centers ratio, the Gini index detector, the Pietra-Ricci
index detector, and the locally most powerful invariant test. The
ED is also included as a benchmark. Significant performance
improvements are achieved in comparison with the use of the
same number of SUs without selection.

Keywords— Cooperative spectrum sensing, direct-conversion
receiver, dynamic spectrum access, secondary user selection.

I. INTRODUCTION

Nowadays, the high demand for new telecommunications
services has been a major technology development driver,
which can be noticed, for instance, by the recent advances
of the Internet of things (IoT) and the fifth generation (5G) of
communication networks. Discussions on the sixth generation
(6G) have also started in this context. However, due to
the current fixed bandwidth allocation policy, which grants
spectrum usage right to a licensed or primary user (PU),
the radio-frequency (RF) spectrum scarcity has become a
major bottleneck. The dynamic spectrum access (DSA) is
foreseen as a solution for spectrum sharing between PUs and
unlicensed cognitive radio secondary users (SUs), exploiting
the fact that the RF spectrum is considerably underutilized,
given that much of the time and in certain regions there
are allocated frequency bands that are unoccupied [1]. Thus,
SU transmissions can be carried out simultaneously with PU
transmissions, as long as no harmful interference is caused to
the primary network, or in a non-overlapping manner, taking
advantage of transmission opportunities in licensed bands that
are momentarily unoccupied.

One of the enabling technologies of DSA is spectrum sens-
ing [2], which confers to an SU the capability of identifying
vacant bands for DSA. In spectrum sensing, the decision upon
the presence (hypothesis H1) or absence (hypothesis H0) of
the PU signal in the monitored band is made by comparing
a test statistic with a decision threshold set according with
the target sensing performance. Well-known test statistics are
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based on energy detection, matched filtering, cyclostationary
feature detection, and eigenvalue-based detection [2].

If each SU makes spectrum sensing independently of the
others, unreliable decisions may result, mostly due to channel
fading, shadowing and unreachable (hidden) SUs. In coop-
erative spectrum sensing (CSS), in which a group of SUs
collaborate, the spatial diversity achieved by SUs in different
locations is explored, yielding more reliable decisions [3].

Among the cooperation strategies, the focus of this paper is
the data-fusion centralized CSS. In this strategy, the received
signal samples collected by the SUs are forwarded to a fusion
center (FC), where the test statistic is formed and the global
decision on the occupation state of the sensed band is made.
When a global decision is made in favor of a vacant band, it is
broadcast to the SUs to allow the subsequent DSA by means
of an ordinary or specific access protocol.

The spectrum sensing performance is measured by the
probability of false alarm, Pfa = Pr{T > γ|H0}, and the
probability of detection, Pd = Pr{T > γ|H1}, where Pr{·}
denotes the probability of occurrence of the underlying event,
T is the test statistic formed according with the adopted
detection technique, and γ is the decision threshold. It is
desirable a low Pfa to increase the chance of opportunistic
spectrum access by the SUs, which increases the secondary
network throughput. A high Pd is also desired to protect the
primary network from interference caused by the secondary
network when it mistakenly detects a vacant band and uses
it. Since the objectives of increasing Pd and reducing Pfa are
concurrent, a trade-off solution ruled by a standard is typically
adopted in practice. For example, the IEEE 802.22 standard
establishes Pfa ≤ 0.1 and Pd ≥ 0.9 [4].

A. Related research and contributions

A direct-conversion receiver (DCR) model for central-
ized data-fusion CSS has been proposed in [5], called
implementation-oriented model. The development of such
model was motivated by the fact that there were (and still
there is) a lack of research results that show the influence
of typical receiver circuitry on the spectrum sensing perfor-
mance. The DCR architecture has been chosen for being the
most adequate choice for software-defined radio receivers and
monolithic integration [6], [7], thus carrying a state-of-the-
art appeal. However, a DCR is prone to impairments such as
I&Q imbalance, flicker noise and direct-current-offset (DC-
offset) [7], [8].

It has been concluded in [5] that when spectrum sensing
does not take into account such circuitry-related impairments,
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its performance can be overestimated when compared with
the implementation-oriented model. The main process that
degrades performance was found in [5] to be the automatic
gain control (AGC). An improved version of such model was
proposed in [9], where a fine-tuning of the original model
is made and several other new performance results were
presented, taking into consideration other detectors besides the
ED and eigenvalue-based ones.

Recently, low-complexity detectors for spectrum sensing
were proposed. The computation of their test statistics are
slightly more complex than the energy detector (ED), since
the test statistics are formed directly from the elements of the
received signal sample covariance matrix (SCM). The detec-
tors are the locally most powerful invariant test (LMPIT) [10],
the Gerschgorin radii and centers ratio (GRCR) detector [11],
the Gini index detector (GID) [12], and the Pietra-Ricci index
detector (PRIDe) [13]. These detectors are also robust against
received signal and noise power variations over time, attain
the constant false alarm rate (CFAR) property, can outperform
many state-of-the-art detectors, and are blind in the sense that
neither any PU signal characteristics nor the noise variance
information are needed to form the test statistics.

The choice of the detection technique is not the unique
problem in cooperative spectrum sensing. Another fundamen-
tal problem is the selection of the SUs to cooperate, aiming
at optimizing performance with a minimum of users to save
control channel resources (bandwidth and energy), and to
reduce communication overhead and reporting delay. Several
strategies can be found in the literature to solve the SU
selection problem. The strategy proposed in [14] is based
on the evaluation of the signal correlation experienced by
the cognitive radio users. The method proposed in [15] also
explores correlations to perform SU selection. In [16], the SU
selection algorithm is based on the SU velocity stability and on
the correlation of users’ signals. Algorithms for estimating the
number of sources are applied in [17] to solve the SU selection
problem. In [18], SU selection aims at maximizing the network
throughput, an optimization problem that is solved based on
SUs’ energy harvesting, sensing, and reporting attributes.

In this paper, the problem of SU selection for CSS is
solved by means of a classification method based on the
AGC loop gains of DCR receivers. The performances of the
detectors LMPIT, GRCR, GID, PRIDe and ED are assessed
under this method, demonstrating that it can bring significant
improvements with low implementation complexity.

The remainder of the paper is organized as follows: Sec-
tion II describes the DCR receiver model. The proposed AGC-
based SU selection method is presented in Section III. The
detectors whose performance are compared under the proposed
SU selection method are listed in Section IV. Section V
is devoted to the numerical results and discussions. The
conclusions are drawn in Section VI.

II. DCR-BASED MODEL

As the name suggests, a DCR receiver directly converts
the passband received signal into baseband. Figure 1 shows
a typical DCR architecture [7]. The signal received by the

antenna goes through a low noise amplifier (LNA) and then
through a wideband band-pass filter (WBPF) responsible for
limiting the input signal to the bandwidth of interest. A power
splitter drives the in-phase and quadrature branches where the
direct-conversion to baseband is made by the pair of mixers
and local carriers generated by the frequency synthesizer. DC-
offset compensation blocks try to eliminate the static part of
the DC-offset, often keeping a residual dynamic part. Low-
pass filters (LPFs) limit the sensed channel bandwidth and
avoids aliasing. The variable-gain amplifiers (VGAs), which
are part of the AGC loop, keep the signal within the dynamic
range of the analog-to-digital converters (ADCs). The digital
signal processor (DSP) does the control tasks, computes the
test statistic and performs the decision on the occupation state
of the sensed band.

Taking into consideration the main processes or impairments
that degrade the spectrum sensing performance in a DCR
receiver, the FC receiver model derived from Figure 1 is given
in Figure 2. Further details fully discussed in [9] are omitted
here for conciseness. In this model, yT

i denotes the i-th row,
i = 1, . . . ,m, of the signal matrix Y ∈ Cm×n received at the
FC, which is

Y = HX + V, (1)

where H ∈ Cm×s is the channel matrix defining the gains
between s PU transmitters and m SU receivers. Matrix X ∈
Cs×n contains the n samples of the s PUs, and matrix V ∈
Cm×n contains the zero-mean Gaussian noise samples whose
variance is determined according to the average signal-to-noise
ratio (SNR). Under H0, Y = V. Under H1, Y = HX + V.

Matrix H is defined in [9] to model a Ricean fading channel
with random Rice factor, as typically found in real environ-
ments. Specifically, the Rice factor is Gaussian-distributed
with mean µK and standard deviation σK , both in dB [19].
Time-varying average received signal powers across the SUs
are modeled by making the signal levels vary with uniform
distribution around the average, by a fraction ρS of this
average. Matrix V models time-varying average noise powers
across the SUs, also uniformly-distributed around the average,
by a fraction ρN of this average.

To model filtering effects, each row of Y becomes the
result of low-pass moving-average (MA) filtering of the PU
signal and noise samples. The filter has configurable discrete
impulse response length, L, which controls the time correlation
in the samples. The residual dynamic DC-offset is taken
into account by the summation following the MA filters.
The variance of the DC-offset samples, σ2

dc, is determined
according to the signal-to-DC-offset ratio (SDCR). In dB,
SDCR = 10 log10(pavg/σ

2
dc).

The combined effect of any amplification and gain control
present in the signal path is modeled by the AGC block in
Figure 2. At the i-th SU, i = 1, 2, . . . ,m, this gain is

gi =
fod
√

2n

6‖yi‖
, (2)

where ‖ · ‖ denotes the Euclidean norm, and the overdrive
factor fod models different levels of signal clipping caused by
the ADCs [5]. These gains have the role of guaranteeing that
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Fig. 1. Direct-conversion receiver architecture. Adapted from [7].

Fig. 2. Fusion center receiver model presented in [9].

almost the total signal excursion fits the dynamic range of the
ADCs, going below or above this range as determined by fod.

Whitening decorrelates the AGC output samples to improve
spectrum sensing performance. The whitened samples are then
quantized and possibly clipped to model the ADCs’ effect.
It is subsumed that whitening makes use of high resolution
quantization (using floating-point arithmetic), while the sam-
ples resulted from whitening are quantized with a resolution
as small as possible, the smallest sufficient for not causing
significant spectrum sensing performance degradation [9].

After applying the above processing to all rows of Y, the
test statistic T of the detector adopted in the FC is formed and
compared with the decision threshold γ, yielding the decision
upon the occupation of the monitored band.

III. AGC-BASED SU SELECTION

Out of M candidate SUs, the m selected SUs are those
for which gi, as defined in (2) with m replaced by M , are
the m smallest. It means that, m out of the M rows of Y
are used, and are the rows whose indexes correspond to the
indexes of the m smallest gi from the set {g1, g2, . . . , gM}.
This method is consistent with normal reasoning, since a small
gi corresponds to a high received signal level, i.e. a high value
of ‖yT

i ‖ in (2).
In terms of realization of the method, if the M candidate

SUs transmit their collected sample values to the FC and
the SU selection is made at the FC, the method can be
seen as a censoring scheme. In this case the potentially high
number of transmissions to the FC will demand higher control
complexity and coordination tasks, and more resources of
control channels. On the other hand, the M SUs that are in
conditions to cooperate, for instance those registered in the
secondary base station of interest, can share their AGC gain
metrics and decide which subset of SUs will send their sample

values to the FC. In this selective report scheme, the SU-
FC control channel overhead diminishes, at the cost of the
need of control channel links among the SUs. Another option
is the transmission of the AGC gains to the FC before the
transmission of the collected samples. The FC then selects
the best subset of SUs based on the received AGC gains, and
the corresponding SUs are requested to report their sample
values. This alternative seems to require less control channel
resources, but creates the need of splitting the total report
interval into a pre-report and the report itself.

IV. ANALYZED DETECTORS

The test statistics of the detectors whose performances are
analyzed in Section V are listed in what follows. The ED test
statistic under the DCR-based model is

TED =

m∑
i=1

1

g2i σ
2
i

n∑
j=1

|yij |2, (3)

where yij is the element on the i-th row and j-th column of
the received signal matrix Y defined in (1), and σ2

i is the noise
variance at the input of the i-th SU. The gain gi defined in (2)
is needed to correct the noise variances altered by the AGC.

In the case of the LMPIT detector [10], the test statistic is

TLMPIT =
m∑
i=1

m∑
j=1

|cij |2, (4)

where cij is the element on the i-th row and j-th column of
the matrix C = E−1/2RE−1/2, for i, j = 1, 2, . . . ,m, where
E is the diagonal matrix with diagonal elements dii = rii,
where rii are the elements on the main diagonal of the SCM

R =
1

n
YY†, (5)

where † denotes complex conjugate and transpose.
The computation of TLMPIT is quite simple, since C results

from a matrix multiplication, with E−1/2 being quite simple as
well, given that E is diagonal. Thus, most of the computational
complexity of the LMPIT refers to the computation of R.

The test statistic of the GRCR detector [11] is

TGRCR =

(
m∑
i=1

rii

)−1 m∑
i=1

m∑
j=1,j 6=i

|rij |, (6)

where rij is the element on the i-th row and j-th column of
the matrix R.
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The test statistics of the GID [12] and the PRIDe [13]
detectors are respectively computed according to

TGID =

m2∑
i=1

m2∑
j=1

|ri − rj |

−1 m2∑
i=1

|ri|, (7)

TPRIDe =

m2∑
i=1

|ri − r̄|

−1 m2∑
i=1

|ri|, (8)

where ri, for i = 1, 2, . . . ,m2, is the i-th element of
the vector r formed by stacking the columns of R, and
r̄ = (1/m2)

∑m2

i=1 ri.
The computations of TGRCR, TGID and TPRIDe are similar

to each other and simple, even simpler than the computation
of TLMPIT. In the case of the former three, the most complex
operation is associated with the computation of R.

V. NUMERICAL RESULTS

This section presents receiver operating characteristic
(ROC) curves, which trades Pd versus Pfa as the decision
threshold is varied. Each point on all curves has been de-
termined from 20000 Monte Carlo computer simulation runs,
corresponding to the generation of the same number of each
test statistic under H0 and H1. The Matlab simulation code
used to generate the results is available in [20].

The system parameters, which were chosen to carry prac-
tical significance [9], are: number of PUs, s = 1; number
of selected SUs, m = 6; number of candidate SUs, M =
12 (when the selection method is in operation) and M =
6 (selection method off); number of samples, n = 200;
average signal-to-noise ratio across the SUs, SNR = −10
dB; signal-to-DC-offset ratio, SDCR = 5 dB; 3 quantization
bits; overdrive factor, fod = 1.2; filter impulse response
length, L = 20; uniformly-distributed received signal power
variation about the average, with variation fraction ρS = 0.9;
uniformly-distributed noise power variation about the average,
with variation fraction ρN = 0.2; mean and standard deviation
of the channel Rice factor, µK = 1.88 dB and σK = 4.13
dB, respectively, representing a urban environment [19]. The
extreme case of pure Rayleigh fading (µK = −∞ dB and
σK = 0 dB) has been analyzed as well.

Figure 3 shows results for the Ricean sensing channel, for
the SU selection method in operation (M = 12, m = 6,
solid lines), and the selection method off (M = 6, m = 6,
dashed lines). It can be seen that selection has improved the
performance of all detectors. The improvement achieved by
the ED was enough to put it the top position, whereas this
position was occupied by the PRIDe in the case of no SU
selection. The worst performance was achieved by the GID in
both cases.

Figure 4 shows results for the Rayleigh sensing channel,
for the SU selection method in operation (M = 12, m = 6,
solid lines), and the selection method off (M = 6, m = 6,
dashed lines). The improvements due to SU selection is also
evident. The ranking was maintained from the case of no SU

Fig. 3. Performance results for the Ricean channel. Selection method in
operation (M = 12, m = 6, solid lines); selection method off (M = 6,
m = 6, dashed lines). Better viewed in color.

Fig. 4. Performance results for the Rayleigh channel. Selection method in
operation (M = 12, m = 6, solid lines); selection method off (M = 6,
m = 6, dashed lines). Better viewed in color.

selection to the case of SU selection in operation, with the ED
occupying the first position and the last occupied by the GID.

The solid lines in Figure 5 correspond to the same parame-
ters considered in Figure 3, but now the dashed lines refer to
the conventional system model, in which there is no circuitry-
related signal processing operations on the elements of Y. The
performances of the ED, the GRCR, the PRIDe and the LMPIT
are clustered close to each other, with a slight advantage of
the conventional model. The situation is reverted in the case
of the GID, whose performance stayed considerably far below
the others. Comparing the positions of the dashed ROC curves
produced under the conventional model in Figure 3 with those
achieved by the DCR-based model in Figure 5, the previously-
mentioned overestimation of the performance is readily seen
in the latter case. This overestimation is more pronounced for
the ED, as pointed out in [9].

The conclusions drawn from Figure 5 with respect to the
overestimation of the performance when the conventional
model is adopted can be also extracted from Figure 6, where
the Rayleigh fading channel is considered. However, now this
overestimation was not enough for outperforming the DCR-
based model with SU selection.
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Fig. 5. Performance results for the Ricean channel. Selection method in
operation (M = 12, m = 6, solid lines); selection method off (M = 6,
m = 6, conventional model, dashed lines). Better viewed in color.

Fig. 6. Performance results for the Rayleigh channel. Selection method in
operation (M = 12, m = 6, solid lines); selection method off (M = 6,
m = 6, conventional model, dashed lines). Better viewed in color.

VI. CONCLUSIONS

The problem of secondary user selection for data-fusion
cooperative spectrum sensing was solved in this paper by
applying a classification method based on the automatic
gain control loop gains of direct-conversion receivers. Low
complexity detectors were compared using this method: the
Gerschgorin radii and centers ratio, the Gini index detector,
the Pietra-Ricci index detector, and the locally most powerful
invariant test. The energy detector has been also included
as a benchmark. Significant performance improvements were
reported in comparison with the use of the same number of
SUs without any selection method.

A natural extension of the present research consists of
assessing the performance of the AGC-based SU selection
method in different scenarios and system parameters, perhaps
considering other state-of-the-art detectors independent of
their implementation complexities.
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