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Segmented Regression via the Shape Language
Modeling for Multi-Slope Path-Loss Modeling

Dayan Adionel Guimarães

Abstract— The multi-slope law for the area-mean received
signal power decay has been considered a more adequate choice
for modeling and analyzing the propagation path-loss in wire-
less networks. This paper presents a method for fitting local-
mean signal power measurements to a non-increasing, two- or
three-slope piece-wise linear function of the transmitter-receiver
distance. The optimal fit is achieved by means of the shape
language modeling (SLM) tool when configured to the first order
spline fitting option, with two and three segments. Some results
are presented and discussed, and guidelines are given in what
concerns the strategy for sampling the received power levels.

Keywords— Multi-slope path-loss, segmented regression, shape
language modeling.

I. INTRODUCTION

Planing and deploying wireless communication systems of-
ten demand accurate knowledge of the environment-dependent
signal propagation characteristics, mainly in terms of large-
scale path-loss. Path-loss knowledge is crucial for determining
placement and coverage of base stations, and for optimizing
the network. To this end, there are numerous propagation
models available [1]–[5], some of them adopted by soft-
ware packages known as wireless network planning tools [6]
for coverage (or propagation) prediction. Many propagation
prediction models are derived from, or are based on the
well-known log-distance path-loss model [7], for instance the
Stanford University Interim (SUI) [8], [9]. The log-distance
model states that the area-mean received power decays linearly
with the logarithm of the transmitter-receiver distance, with a
slope determined by the environment morphology and topog-
raphy. Other equally simple models dictate that the distance-
dependent area-mean received signal power decays following
more than one slope. This is the case of the classic plane-earth
two-ray model [10], in which the received signal power decay
obeys a two-slope law whose breakpoint (where the slopes
change inclination) lies at the location where the first Fresnel
zone touches the ground [11].

Recently, the two-slope law and its multi-slope generaliza-
tion have been put into focus, for instance in [12], where it has
been demonstrated that the capacity and throughput analysis of
a wireless network can be severely impacted if such a model is
adopted, resulting in conclusions that significantly depart from
those in which the conventional single-slope law is considered.
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This is specially true in dense networks, e.g. in the fifth-
generation (5G) cellular systems, and Internet of things (IoT)
and sensor networks with close apart nodes. The particular
case of the dual-slope model has been shown to adhere to
measurements in indoor [13] and outdoor [14]–[16] environ-
ments. In [17], a multi-slope fit from measured data has been
proved to be suitable for path-loss modeling of the on-body
channel, in the context of wireless body networks. The authors
of [18] present experimental propagation measurements over
the sea at 5.8 GHz, concluding that a multi-slope model is
more appropriate than traditional models that use only one
slope for non-line-of-sight transmissions. The signal power
decay is modeled in [19] by a dual-breakpoint (three slopes)
model as a function of the distance between a transmitter and
an on-body sensor, and as a function of the body orientation
angle for ultrawideband off-body communication channels in
the frequency range between 3.5 and 6.5 GHz. In [20], the
connection probability in vehicle-to-vehicle communications
in urban scenarios is analyzed based on a dual-slope path-
loss model. A ray-tracing based dual-slope model is pro-
posed in [21] and claimed to be appropriate for evaluating
the performance of millimeter-wave (mmWave) systems in
dense urban environments. In [22], the influence of a dual-
slope path-loss model on the problem of user association in
heterogeneous networks is investigated. A study about the
capacity of cooperative vehicular ad hoc networks under a
measurement-based dual-slope path-loss model is reported
in [23]. Area-mean path-loss breakpoints were also observed
in several test scenarios in a campaign based on mobile-to-
mobile channel measurements at 1.85 GHz in dense-scattering
suburban environments [24]. A recently-proposed model for
the mmWave range also considers a two-slope path loss [25].

A. Problem statement and typical solutions

In the multi-slope path-loss model, the loss exponent as-
sociated to each slope and the breakpoints are derived from
measured received powers, based on the log-distance model.
However, this is not a trivial task because of the problem
constraints: i) the area-mean received power must be a con-
tinuous function of the distance, by the nature of the distance-
dependent path-loss model. In other words, it is not expected
that a propagation mechanism would produce discontinuities
in the function that describes the variation of the area-mean
received power with distance; ii) if the breakpoints of the
multiple slopes were known, which is not reasonable to assume
in practice, the application of the ordinary least squares (OLS)
linear regression on the data set associated to each segment
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would result in a better fitting for each slope alone, but would
produce discontinuities at the breakpoints and an overall use-
less regression result; iii) in a multi-slope model, it is common
to consider that the first breakpoint appears at the distance
from the transmitter in which the first Fresnel zone touches
the ground. However, the actual first breakpoint distance may
depart from the theoretical, since the presence of obstacles
can move the touching point of the Fresnel zone to a distance
closer to the transmitter. More breakpoints might show up in
nondeterministic positions, depending on the particularities of
each area under analysis. As a consequence, breakpoints often
cannot be determined theoretically.

Typical approaches for solving the problem of multi-slope
path-loss regression can resort to optimization techniques, for
instance the ones adopted in [26]–[28], or to specialized soft-
ware tools. In [26], a general approach of convex regression
with adaptive classification is considered, and [27] applies
particle swarm optimization (PSO) to the case of a multi-
slope path-loss model. In terms of software packages, the
shape language modeling (SLM) [28] is a versatile curve
fitting tool based on least squares splines, which can be
configured with first-order spline and other simple constraints
to yield a piece-wise linear regression to input data. The
SLM is implemented in Matlab and makes use of the Matlab
optimization toolbox. The Origin package [29], which is a data
analysis and graphing software application, has two-slope and
three-slope built-in linear piece-wise fitting options. Another
software tool for segmented regression is the joinpoint regres-
sion program (Jointpoint) [30], which has been developed to
test whether or not an apparent change in a trend is statistically
significant. The Joinpoint can also be applied to the multi-
slope regression problem, but, likewise the Origin tool, its
integration with automated analysis is not possible, owed to
the lack of programming facilities similar to the Matlab.

B. Contribution and organization of the paper

This paper presents a method for gathering received signal
power measurements and fitting the local-mean powers to a
multi-slope path-loss model, using the SLM tool. Especial
attention is paid to the fitting (or regression) process, since it is
the most critical from the model parameterization standpoint.
Besides simulated measurements and fitting results, the paper
also provides guidelines for helping engineers and researchers
to perform actual power measurements. Section II presents
the multi-slope model. Sampling methods and the multi-slope
regression are addressed in Section III. Section IV is devoted
to numerical results and discussions, and Section V concludes
the paper.

II. MULTI-SLOPE PATH-LOSS MODEL

The multi-slope model is grounded on the two-ray plane
earth model [10], or simply two-ray model, which has been
found in [11] to suitably represent the signal attenuation in
real scenarios departing from the idealized assumptions of the
model. In this model, transmitter and receiver are in line-of-
sight condition and lay on a plane-earth surface such that a
reflected path towards the receiver is formed. Two path-loss

regions separated by a breakpoint can be distinguished: before
the breakpoint, the received signal power varies severely due
to destructive and constructive combination between the direct
and the reflected rays, whereas after the breakpoint it decreases
linearly with the log-distance [11]. The breakpoint is at the
distance dc, from the transmitter, in which the first Fresnel
zone touches the ground. This distance, often referred to as
the critical distance [12], [15], is given by dc ≈ 4hthr/λ,
where ht is the transmitting antenna height, hr is the receiving
antenna height, and λ is the carrier wavelength, all in meters.

In urban areas, the breakpoint might happen closer to the
transmitter due to the presence of obstacles that hit the first
Fresnel zone in a distance that might be far below dc [15],
[16]. In such environments, the first breakpoint may be at, or
even before the distance [16, eq. (2)]

dbp =
4(ht − havg)(hr − havg)

λ
, (1)

where havg < hr is the average height of obstacles between
the transmitter and the receiver. For suburban areas, this
average height is typically in the range of 6 to 15 m [31]–
[34], and for dense urban areas it typically lies in the range
of 30 to 40 m [32], [33], [35].

More than one breakpoint may show-up from measured data
[13]–[16], which gives rise to the multi-slope model [12]. In
the case of three slopes, which can be readily specialized to
any number of slopes, the area-mean received signal power,
in dBm, at a distance d from the transmitter, is given by

P (d) =


P (d0) − 10n1 log

(
d
d0

)
, d ≤ BP1

P (d0) − 10n2 log
(

d
d0

)
+ ∆1,BP1 < d < BP2

P (d0) − 10n3 log
(

d
d0

)
+ ∆1 + ∆2, d ≥ BP2

,

(2)
where n1, n2 and n3 are dimensionless loss exponents, BP1

and BP2 are the breakpoints, in meters, and P (d0) is the area-
mean received power, in dBm, at a reference unobstructed
distance d0 from the transmitter, in meters, λ � d0 < dc.
For example, using the simplified form of the Friis equation,
P (d0) = 10 log

[
PtGtGr(λ/4πd0)2

]
dBm, where Pt is the

transmit power delivered to the antenna, in milli-watts (mW),
and Gt and Gr are the transmit and receive antenna dimension-
less gains, respectively. Notice that this choice of d0 contrasts
with the value of d0 > dc that is typically assumed in the
conventional single-slope regression, a case in which d0 must
be placed after the first breakpoint that is typically considered
to be at the critical distance. In such a case, the value of P (d0)
is often determined from a single measurement of the area-
mean received power at a reference distance d0 > dc.

The constants ∆1 and ∆2 in (2) guarantee that successive
slopes join at the breakpoints, and are given by

∆1 = 10 (n2 − n1) log
(

BP1

d0

)
, (3)

∆2 = 10 (n3 − n2) log
(

BP2

d0

)
. (4)

III. SAMPLING AND SEGMENTED REGRESSION

The characterization of received signal power variations
can be made via samples collected during measurement cam-
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paigns. Since the number of samples n needed to characterize
the small-scale multipath fading is much larger than the num-
ber N necessary for the analysis of large-scale propagation,
here it is assumed that only the N local-mean power mea-
surements are retained, meaning that they describe both the
distance-dependent signal attenuation and the power variation
caused by obstacles, referred to as shadowing. Multipath
fading is removed, which in practice is achieved by filtering
instantaneous local measurements, or making measurements
of average levels in each location of interest.

Two sampling methods are adopted here: method 1 con-
siders equally-spaced samples in logarithmic-scaled distances,
and method 2 adopts equally-spaced samples in linear-scaled
distances. These methods can be interpreted with the help of
Figure 1, where it is shown a hypothetical aerial view of a
region of interest for the purpose of propagation analysis. The
rectangles represent city blocks and the spaces between them
are the streets. The transmitter is supposed to be in the middle
block on the left, and instantaneous power measurements are
supposed to be made along the path indicated by the solid
line passing through some streets. It is assumed that the
measurement platform is automated and has the following
attributes: i) the measurement vehicle is equipped with a
proper signal receiver, a time recorder, a positioning facility,
for example a global positioning system (GPS) receiver, and
a computer platform to store the measurements; ii) the spacial
sampling spacing must be set to allow for capturing the
short-term received signal power variations, meaning that the
sampling frequency must be automatically varied according to
the vehicle speed to save memory; iii) the storage is made
so that measurements can be flexibly accessed. This latter
attribute is of paramount importance. For example, suppose
that method 2 is chosen, meaning that the area-mean powers
in the scenario depicted by Figure 1 are retrieved from the
storage in the locations indicated by the dark dots, which are at
the intersections of the equidistant points from the transmitter
(dashed arcs) and the measurement path (solid thick line). If
the arcs are traced equidistantly in the log-distance, sampling
at the intersections would correspond to method 1.

TX

Fig. 1. Hypothetical partial aerial view of a measurement area, with
equidistant points from the transmitter (dashed arcs), straight path departing
from the transmitter (dashed straight line), measurement path (solid thick line).
and local-mean power measurement points (dots).

Method 1 and method 2 have been created to help deter-

mining if the scale of distances regarding the piece-wise linear
fitting, which is logarithmic, should be used to determine the
sampling spacing, or if this spacing should be governed by a
linear scale. Method 1 produces samples with higher spatial
density at the beginning of the linear-scaled distance range,
decreasing this density as the distance approaches the end of
the range. Method 2 produces sparse samples at the beginning
of the logarithmic-scaled distances, increasing the sampling
density as the distance approaches the end of the range.

Due to the attachment of the measurements to the time when
they were gathered, it is possible to analyze the influence of
time-varying whether or atmospheric conditions on the prop-
agation characteristics of the environment. This is particularly
useful in the mmWave range, in which the signal is strongly
affected by rainfall. In this case, the measurement vehicle
goes through the measurement path several times, at different
moments of a day, or even at the same time of different days.
In another situation, the local-mean received signal levels need
to be analyzed along a straight line from the transmitter, in a
given direction. In this case, the received powers must be read
from the storage at points corresponding to the intersection of
the straight line and the line associated to the measurement
path, which is shown in Figure 1 by the non-filled dots. This
would correspond to another sampling method in which the
distance values are randomly distributed.

The segmented regression for multi-slope fitting has to
be applied to spatially-correlated samples resulted from the
shadowing process. However, the accuracy of the regression
result is widened due to the spatial dependence among ob-
servations [36, p. 73]. This can be explained by the fact
that, even for large sample sizes, the ratio between the actual
number of samples N and the effective sample size N∗

becomes N/N∗ = (1 + ρ)/(1 − ρ) [36, p. 73], being ρ
the correlation coefficient between neighbor samples. Then,
strictly speaking, the reduction of the effective sample size
due to an increased spatial correlation widens the confidence
interval on the estimated parameter or statistic. To overcome
this problem, N is chosen such that neighbor samples have
low correlation, using the rule-of-thumb

N =

⌈
dmax − d0

dd

⌉
, (5)

where dmax is the upper limit of the transmitter-receiver
distance, and dd is the decorrelation distance that determines
the degree of spatial correlation of the shadowing [14], both in
meters. From this rule one can conclude that if more samples
are needed for bettering the accuracy of the segmented regres-
sion in a given environment (fixed decorrelation distance), then
a larger distance range must be considered.

It is also possible to improve the accuracy of the regression
by taking more than one sample at each distance. For instance,
if the value of N computed from (5) is not sufficient for reach-
ing the desired accuracy, and for some reason the measurement
distance range cannot be increased, an effective number of
samples N ′ can be obtained by taking N ′/N samples, on
average, for each of the N distance points. The multiple
samples per distance will be gathered at different locations,
as illustrated by the dots on the arcs in Figure 1. In fact this
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is the most used method in practice, but care must be taken so
that all samples belong to an area with certain homogeneity
in terms of topography and morphology. For example, one
should avoid mixing samples coming from a dense urban
area with samples from a rural area, unless the propagation
characterization is intended to infer about the joint influence of
these two environments on the multi-slope path-loss modeling.

IV. RESULTS AND DISCUSSIONS

This section presents segmented regression results using the
SLM tool, whose engine function embedded in Matlab codes
can be found in [37], applied to synthetic data generated by
the simulation platform described in [38]. The parameters of
the SLM engine function are described in [39].

Figures 2 and 3 give fitting results assuming that the local-
mean powers refer to a two-slope propagation scenario with
loss exponents n1 = 2 and n2 = 4, shadowing standard
deviation σ = 7 dB, breakpoint BP = 300 m and decorrelation
distance dd = 10 m. The reference distance is d0 = 1 m,
and the end of the distance range is dmax = 1000 m. The
samples were processed with the SLM tool embedded in the
two-lope fitting algorithm, and with the ordinary least squares
linear regression (single-slope fitting). The number of samples
is N = 500, with 5 samples in each of the N = 100
distances. Figure 2 considers equally-spaced log-distances,
whereas Figure 3 considers equally-spaced linear-distances.

Fig. 2. Regressions to multiple measurement samples per log-spaced
distances. Better viewed in color.

The parameters estimated from the scenario depicted in
Figure 2 for the two-slope regression were n1 = 2.11 and
n2 = 3.91, BP = 304.99 m, and σ = 5.70 dB, with a
coefficient of determination1 R2 = 0.92, and a mean residual
sum of squares MRSS = 32.41. The single-slope regression
yielded n = 2.25, σ = 5.94, R2 = 0.92 and MRSS = 35.21.

Regarding the scenario considered in Figure 3, the estimated
parameters were n1 = 2.24, n2 = 4.19, BP = 322.35 m and

1The coefficient of determination R2 is the proportion of the total variability
in the dependent variable that is accounted for by the regression equation in
the independent variables [40]. Using the R2 alone may be not enough for
assessing the quality of the regression, since fitted curves can have a high R2

value, but wrong regression models [29], [40]. A solution is to combine the
R2 information with the mean residual sum of squares (MRSS).

σ = 6.85 dB for the two-slope regression, with R2 = 0.76 and
MRSS = 46.86. The single-slope regression yielded n = 2.91,
σ = 7.18 dB, R2 = 0.73 and MRSS = 51.33.

Fig. 3. Regressions to multiple measurement samples per linearly-spaced
distances. Better viewed in color.

From these results it can be readily concluded that the
conventional single-slope path-loss model is not capable of
adequately describe the received signal power decay in the
presence of a two-slope loss. The poor fits can be observed
visually and by means of the R2 and MRSS values.

It can be also noticed that samples equally spaced in
logarithmic-scaled distances can produce better fits than sam-
ples equally spaced in linear scale. However, this is not
a general conclusion, since the randomness of local-mean
received powers, even in the same environment, turns the
estimated parameters into random variables. In other words,
if measurements are taken in the same region, but with the
measuring vehicle traveling over different paths, different
realizations of the local-mean powers would result, changing
the values of the estimated multi-slope parameters. This fact
leads to the need of associating other statistical metrics to
the estimates, for example the confidence intervals on the
loss exponents and breakpoint positions. One way of reducing
variability consists of reducing the effect of measurement
outliers, which can be done by means of robust and regularized
fitting options of the SLM engine.

V. CONCLUSIONS

This paper presented a method for fitting local-mean signal
power measurements to a non-increasing multi-slope piece-
wise linear function of the transmitter-receiver distance. The
optimal fit was achieved by means of the shape language
modeling tool when configured to the first order spline fitting
option, with two and three segments. Some results were
presented and discussed, and guidelines were given in what
concerns the strategy for sampling the received power levels.

A future extended version of this paper could explore more
test scenarios and path-loss parameters, as well as a deeper
statistical analysis on the accuracy of the multi-slope path-
loss modeling via segmented regression. This analysis can be
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made in light of confidence intervals on breakpoints and loss
exponents, as well as of regression accuracy metrics.

Another subsequent research consists of capturing real re-
ceived signal power data, perform multi-slope modeling and
validate path-loss prediction under this model also based on
real received signal levels across the area under analysis.
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