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Abstract—Operational modal analysis has been effectively used for video-based structural dynamics identification in recent years. With several different approaches, the ones based on the blind source separation strategy have received increased attention for identifying structural dynamics characteristics. This work presents a comparison study on the blind source separation techniques for videos of vibrating structures. Two dimensionality reduction techniques are used for video compression along with six source separation algorithms, resulting in twelve different frameworks tested over a laboratory cantilever beam structure. For specific algorithms, the results indicate that dimensionality reduction techniques play a major role in the mode estimation performance.
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I. INTRODUCTION

Modal analysis plays an important role as a tool for understanding the vibration characteristics of structures. Traditional methods require some instrumentation, such as physically-attached wired or wireless sensors, to perform experimental or operational modal analysis [1]. That requirement, however, leads to mass-loading on lightweight structures. Additionally, they are costly and time-consuming to install and maintain due to the significant maintenance for cabling (wired sensors) or the periodic replacement of the energy supply (wireless sensors). For these reasons, non-contact measurements, mainly the video-based ones, have received intensive research efforts in the last few years. They are relatively low-cost, agile and provide a very high spatial resolution measurements (every pixel effectively becomes a measurement point). In this way, video-based structural dynamics identification methods have been successfully applied for modal analysis, especially combined with vision-based algorithms [2] [3] [4] [5] [6].

In particular, blind source separation (BSS) techniques are prominent in the field of structural dynamics, allowing to blindly perform output-only modal identification [7]. However, the application of dimensionality reduction algorithms over the number of measurements is commonly required when applying BSS algorithms. Amid these compression techniques, principal component analysis (PCA) and nonnegative matrix factorization (NMF) stand out [8] [9]. As PCA is often applied to reduce the dimensionality of the data, its principal components are closely related to the modal components of the structure, with the advantage of preserving the high spatial resolution vibration information [6]. NNMF also achieve dimensionality reduction and motion decomposition by blindly identifying independent components. For this, the sources must be statistically dependent under conditions that impose additional constrains as non-negativity and sparsity [10]. Later, after choosing one particular technique for dimensionality reduction, BSS is carried out for modal analysis.

Due to its popularity, several works have explored BSS methods for structural dynamics. Musafeire (2015) explores damage detection using BBS integrated with time varying auto-regressive modeling. The second-order blind identification algorithm (SOBI) solves the blind source separation problem. The technique is employed first to obtain the monoharmonic responses from the vibration data, and then the discrete changes in the natural frequencies identify the instant and severity of damage [11]. Cheng (2016) analyses two different BSS algorithms, independent component analysis (ICA) and SOBI, for the condition monitoring of dams. The SOBI-based modal identification is suited to determine the system orders, while ICA calculates modal features to detect structural damage and determine the location of it [12].

For scenarios using vision-based approaches, in particular, those whose techniques require no surface preparation, BSS also plays an important role. Yang (2017) and Martinez (2020) proposed an efficient novel operational modal analysis method combining multi-scale pyramid decomposition and the complexity pursuit (CP) algorithm as a BSS technique. The method manipulates the spatio-temporal pixels phases that encode the local structural vibration in the video measurement, being capable to blindly identifying the modal frequencies, damping ratios and high-resolution mode shapes [4] [2].

Silva (2020) approaches full field, high-resolution modal identification from video associating NNMF and BSS solved by CP. The method also explores the timing information present in the pixel time-series to infer spatial relationships and, thus, blindly estimate modal parameters. The main difference between the aforementioned approach and the ones using phase-based optical-flow is that the previous is directly applied over the raw pixel time-series without any pre-processing step, such as the optical flow-based phase estimation. By using nonnegative matrix factorization, a spatio-temporal decomposition is achieved over the pixel time-series directly [6]. Later, Silva (2021) proposed adapted its technique for applications involving the estimation of travelling waves and complex mode shapes from video measurements. That generalized technique improves the decomposition results of the previous techniques by using the Hilbert Transform for augmenting the video data.
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Fig. 1. Overview of the main steps involved in the framework for video-based structural dynamics estimation.

to obtain phase information. From the augmented dataset, PCA and BSS are applied to estimate real and imaginary modes, being capable of suitably decompose individual travelling wave sources into their fundamental components [13].

Although the literature addresses several BSS techniques, the CP algorithm is often employed for video-based modal analysis. The structural dynamics community, however, applies a variety of other BSS solutions that may be useful in this scope. This issue is tested here to provide a range of alternatives for the video-based structural dynamics evaluation.

This study explores and compares a set of BSS algorithms combined with dimensionality reduction methods for full-field high-resolution structural dynamics from video. The next section shows an outline of the method conducted for modal identification from video of vibrating structures and introduces the evaluated BSS techniques. Thereafter, the results are shown based on the extracted mode shape and modal coordinates.

A. Dimensionality Reduction

Two techniques are applied interchangeably: PCA and NNMF. Both are applied over all of the pixel time-series to perform a transformation from a high-dimensional space into a low-dimensional space. The low-dimensional space must retain the meaningful properties of the original data.

PCA reduces the number of input variables in a dataset into a small number of meaningful variables, called principal components. It is an amenable dimensionality reduction technique for orthogonal sources, especially when the most interesting sources have the largest variances. Even though it works great for reducing dimensionality, PCA per se is theoretically and empirically suboptimal for source separation [8].

In order to perform dimensionality reduction of the data from video of vibrating structures, Principal Component Analysis is applied across all of the time series at each pixel (not frames). It is expected the principal components to be closely related to the modal components, although not exactly...
matching them. Ideally, the number of non-trivial eigenvalues calculated from the displacement time series is of the same order as the number of observable mode shapes. Therefore, the number of eigenvectors that correspond roughly to the number of nontrivial singular values is enough to retain the significant properties. Additionally, in this work, the PCA entry data was augmented by using Hilbert Transform to obtain both real and imaginary principal components.

Similarly, NNMF is another effective and attractive spatio-temporal method to reduce data dimension. NNMF decomposes a non-negative matrix $V$ into two non-negative matrices $W$ and $H$ whose product provides a good approximation to the original matrix. Due to its non-negative constraint, NNMF is extremely suitable for video processing (i.e., the pixel values are RGB intensities). $W$ acts as a dictionary of recurring patterns, regarded as the basis vectors. The dimensionality reduction is performed by projecting $H$ onto the lower dimensional space formed by basis vectors [9] [14].

For the dimensionality reduction of the data from video of vibrating structures problem, the entries of the NNMF algorithm are all the raw time-series from each pixel. It is assumed that the non-negative factors in $W$, provided by the temporal decomposition process, are related to the modal components by indicating the time pattern of a specific vibration mode. The matrix $H$ incorporates a spatial decomposition and, when properly reshaped, resembles (but not exactly) the corresponding vibration mode shapes.

### B. Blind Source Separation

Blind source separation addresses the problem of recovering a set of source signals after they are linearly mixed by an unknown mixing matrix. The measured sensor signals are assumed to follow a linear superposition model. The problem is to find a separation matrix without knowing the mixing matrix and the source signals [15].

Using the dimension reduced components from PCA or NNMF, the BSS assumes, in the case of video-based structural dynamics applications, the structural vibration measured into the recorded video frames as a local time-varying motion from a temporally translated image intensity $I(y + \delta(y,t))$, where $y$ is the pixel coordinate. The vibration motion is expressed in terms of a mixing mechanism, where $S$ is a set of individual source signals (individual motions), $s_i$ over time $(t)$, weighted by some mixing component $A = [a_i]$ as

$$\delta(y,t) = \sum_{i=1}^{k} s_i(t)a_i = SA,$$

where, $k$ is the number of vibration modes [6]. This is also expressed as a modal superposition, that is a linear combination of modal responses of an arbitrary structural system

$$\delta(y,t) = q(t)\Phi(y) = \sum_{i=1}^{k} q_i(t)\phi_i(y),$$

where $q$ is the modal response matrix with $q_i(t)$ being the $i$-th modal coordinate, and $\Phi$ the mode shape matrix with each $\phi_i(y)$ as the $i$-th mode shape. In the end, it should be noted that the resulting BSS decomposition yields, directly, both the mode shapes and modal coordinates, with the later being the same as the sources estimated from the BSS. Other modal parameters, such as natural frequencies and damping ratios can be further estimated using conventional Fourier transform and logarithmic decrement techniques.

Several algorithms have been proposed in the literature to solve the BSS problem. Surrounded by a great number of BSS solutions, this work investigates six methods for video-based structural dynamics, namely: Complexity Pursuit (CP), Independent Component Analysis (ICA), Second Order Blind Identification (SOBI), SOBI Robust Orthogonalization (SOBIRO), Equivariant Robust ICA (ERICA), Algorithm for Multiple Unknown Signals Extraction (AMUSE) [15] [16][17].

### C. Methods for testing Dimensionality Reduction and BSS Algorithms

Twelve full-field high-resolution modal identification algorithms were proposed integrating PCA or NNMF to one of the six BSS techniques. The methods using principal component analysis are PCA-CP, PCA-ICA, PCA-SOBI, PCA-SOBIRO, PCA-ERICA and PCA-AMUSE. The methods in which the dimensionality reduction is based on nonnegative matrix factorization are NNMF-CP, NNMF-ICA, NNMF-SOBI, NNMF-SOBIRO, NNMF-ERICA and NNMF-AMUSE.

The modal identification algorithms were applied to an experimentally captured video of a cantilever. The structure was subjected to a single horizontal excitation caused by an impact hammer. A stationary camera was used for video recording at a frame rate of 480 frames per second. The video is 216x384 pixels (a total of 82944 pixels) with 600 frames captured at 480 frames per second. It is known from prior analysis that the cantilever beam exhibits 3 modes. The measured natural frequencies of these modes are 7.2 Hz, 47.2 Hz, and 133.6 Hz [12] [2].

### III. COMPARISON OF THE MODAL IDENTIFICATION RESULTS

A comparison of modal identification results is presented in this section. The twelve BSS-based methods attempt to identify the three vibration modes from the cantilever beam, along with their corresponding natural frequencies 7.2Hz, 47.2Hz and 133.6Hz. Figure 2 and Figure 3 give an outline of the PCA and NNMF-based approaches results, respectively. The figures show real and imaginary principal components with their power spectral density (PSD), the nonnegative factors, the de-mixing matrices for each method, the modal coordinates, the mode shapes, the modal assurance criteria (MACs) between the techniques and the damping ratios.

For the PCA-based approaches, PCA-CP, PCA-ICA, PCA-SOBIRO and PCA-ERICA identified all three modal frequencies. On the other hand, PCA-SOBI was not able to identify the third mode shape, with the natural frequency equivalent to 133Hz. PCA-AMUSE was not able to properly identify any of the three modes. In general, the first five methods seem to agree well on the natural frequency estimates of the three
modes. The MAC’s for each mode between the six techniques are shown graphically in Figure 2.

PCA-CP, PCA-ICA, PCA-SOBI, PCA-SOBIRO and PCA-ERICA presented monotone modal coordinates using the first eight principal components. PCA-AMUSE, on the other hand, used 22 principal components to present modal coordinates with monotone behavior (often, a properly estimated mode is presented as a monotone signal). Since the number of modes to be estimated from the video is three, and ideally, when using PCA along with the Hilbert transform for data augmentation, the minimum number of principal components is twice the number of modes possible to verify into the measurements. However, here, we observe that none of the techniques worked properly when using six principal components, instead, eight components were required for most techniques.

In summary, among the PCA-based methods, the most consistent for identifying the three modes are PCA-CP, PCA-ICA, PCA-SOBIRO and PCA-ERICA, although the third mode for the last method does not totally agree with the modes estimated using the other methods. PCA-SOBI and PCA-AMUSE are not indicated for the task of performing dynamics identification from video measurements, as they were not capable to estimate the three modes. In general, when using NNMF as the dimensionality reduction technique, only CP and SOBI demonstrated to derive reasonable and consistent results in terms of mode shape estimation.

For the NNMF-based methods, the NNMF-CP was the most successful in identifying the three mode frequencies properly. The first and second modes were identified by NNMF-CP, NNMF-SOBI and NNMF-SOBIRO. NNMF-ICA, NNMF-ERICA and NNMF-AMUSE were not able to properly identify the vibration modes, as can be seen by visualizing the mode shapes and the MAC values shown in Figure 3.

NNMF-AMUSE was not successful in estimating any of the three modes, confirming its poor performance in performing modal analysis in the context of a video-based framework. For the remaining methods, NNMF-ICA and NNMF-ERICA also performed poorly when attempting to estimate any of the modes. Although PCA-SOBIRO was able to reasonably estimate the first two modes, it found problems for estimating the third one, mainly when considering the mode shapes. In general, when using NNMF as the dimensionality reduction technique, only CP and SOBI demonstrated to derive reasonable and consistent results in terms of mode shape estimation.

In general, for the present case, the BSS algorithms integrated into PCA presented better modal identification performance than the NNMF-based methods. It is found that CP properly performed modal analysis combined with both dimensionality reduction methods. ICA and ERICA only identified the modal shapes and mode coordinates combined with PCA. Couple with PCA, SOBI adequately identified the first two modes only, demonstrating a better performance when used along with the NNMF as it identified all modes. Regarding the SOBIRO-based method, it identified the three modes with PCA and only the first two modes combined with NNMF. AMUSE was not successful in accomplishing full-field high-resolution modal identification from video of vibrating structures in any case.

IV. CONCLUSIONS

As addressed, video-based methods successfully perform structural dynamics identification, with the advantage of requiring non-contact measurements. This work experimentally
compared the performance of twelve different methods to extract three different modes from a cantilever beam video. As these methods require BSS techniques, six different BSS solutions were investigated to analyze their applicability to perform modal estimation. From the results, the choice of the dimensionality reduction techniques plays an important role in the BSS algorithms performance, with only the CP-based methods estimating reasonable mode shapes when interchangeably used with the dimensionality reduction algorithms. The results of this work contribute to the video-based structural dynamic field assisting the choice of the dimensionality reduction algorithms and providing a range of alternatives to the blind source separation-based approaches for video. As a future work, it is possible to investigate a certain method for specific cases of acquired images.
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