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Abstract— The transport layer structure of the Internet is
moving towards a model of high-speed routers interconnected
by intelligent optical core networks. A consensus has been
reached on wavelength division multiplexing (WDM) as the way
to increase the transmission capacity. However there are few
proposals for distributed control planes under dynamic Quality
of Service (QoS) constraints for large networks. In this context,
resources availability must be frequently distributed and updated
across the network; and flooding may no longer be the best
strategy for information dissemination. This paper proposes and
assesses an overlay structure based on distributed hash tables
(DHT) for information indexing over bi-dimensional virtual con-
catenated spaces (VCS). By adding long-distance interconnections
to Content-Addressable Networks (CAN), the resulting small-
world effect can reduce the number of hops per resource search.
Analytical results indicate significant reduction in management
traffic over the physical layer of large networks.

Keywords— Distributed Optical Control Plane, DHT, Small-
World

I. INTRODUCTION

The widespread use of the Internet in recent years has led
to a multitude of new services emerging from the IP (Inter-
net Protocol) networks. For example, VoIP (Voice over IP),
electronic commerce, file sharing, and IP-TV are becoming
very popular among domestic users. The best-effort based net-
works of today can somehow handle such applications them.
However, specific demands for reliable communications from
the business community and the interactive real-time services
pose more challenging problems to next generation networks.
In other words, it is expected from future networks higher
standards of Quality of Service (QoS) well beyond the present
best-effort. There are indeed two bottlenecks to be addressed
in order to meet tomorrow’s networks demands, namely; i)
bandwidth capacity at the transport infrastructure; and ii) the
network operation and management (OAM) capability.

In order to cope with the Internet transport infrastructure
bottleneck, a model of high-speed routers interconnected by
optical core networks is being adopted [1]. The second gen-
eration of optical networks expands the wavelength division
Multiplexing (WDM) capacity beyond the purpose of point-
to-point interconnection. Networking functionalities, such as
routing of transparent lightpaths across the physical topology,
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are already feasible. However, the control plane standardiza-
tion to integrate optical and electronic networks is lagging
behind. The complexity of managing such a large number
of resources and parameters in a dynamic way is the main
challenge for control planes. Indeed, a transparent lightpath
in a WDM optical network is an end-to-end tunnel spanning
over several physical links (that usually goes along on a
single wavelength). Optical Cross Connects (OXCs) are able
to switch a wavelength from an incoming to an outgoing
fiber while reconfigurable optical add-and-drop multiplexes
(ROADMs) connect a given number of optical transceivers
to the electronic layer of the network while other wavelengths
pass by this node without being electronically processed.

OAM with automatic provisioning requires that the routing
and wavelength assignment (RWA) problem to be dynami-
cally solved for each lightpath connection request. The basic
objective of a RWA algorithm is to optimize the network
performance in terms of reducing blocking probability for
lightpath requests. There are many RWA algorithms proposed
in literature [2], [3], [4]. However there are scalability prob-
lems due to the requirement of global knowledge of network
state. It is not yet a consensus whether centralized, distributed
or even augmented approaches should be used to manage the
information needed to provisioning viable route across the
optical network [5]. Moreover, RWA integration with QoS
(from both physical and electronic layers) will complicate even
further the OAM problem in dynamic networks.

It is well-known that the resilience and scalability of
present-day Internet is only achieved thanks to its distributed
processing and decision process. The link state advertisement
(LSA) sent by individual routers to their neighbors are used
for optimal routing calculations in a distributed way. However,
this information is periodically disseminated by flooding. In
order, this is done to keep state consistency among nodes and
whenever there is a state change as in open shortest path first
(OSPF) protocol [6].

The addition of QoS dynamic parameters to LSAs in
dynamic networks may lead to endless storms of management
information being exchanged by nodes. This may be responsi-
ble for taking up large amounts of network bandwidth capacity.
Thus, flooding will be no longer the most appropriated way of
disseminating information in such future scenarios of dynamic
networks. More scalable mechanism are yet to be proposed.
However, the success of peer-to-peer (P2P) overlay networks
might offer hints on how to evolve the control plane of large
networks for to storing information and conducting searches
in a distributed way.

The P2P systems became popular with file sharing applica-
tions, such as Napster [7] and Gnutella [8], because of their
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large capacity of information distribution. The centralization
of Napster was, simultaneously, its the principal advantage
and its main handicap. The evolution of P2P systems towards
distributed approaches first relied on flooding. In distributed
indexing with flooding architecture (DIFA), e.g., Gnutella, the
content request are replicated to every neighbor node until the
sought information is found. However, the flooding mechanism
then became impracticable for the worldwide Internet scale.

A solution to this problem is the distributed indexing with
hash architecture (DIHA). In this system information is evenly
stored in the network nodes but it is done in such a way that the
content request can be routed directly to the point of storage
without the need of using the flooding mechanism. This is im-
plemented by Distributed Hash Table (DHT) [9] over different
overlay interconnection topologies such as Pastry [10], Chord
[11], and content addressable network (CAN) [12]. In this
paper we propose the use of small-world reconfigurations over
CAN overlay structures as a template for distributed control
plane in optical networks.

The remainder of this paper is organized as follows: Section
II describes related works and the main contributions of this
paper. Section III illustrates the architecture for storage and
search over a structured virtual coordinated space. Section IV
proposes the deterministic reconfiguration of the structured
overlay topology in order to take advantages of the small-
world characteristics of social networks. In Section V it is
carried out management traffic estimation for flooding based
approach, overlay CAN, and overlay small-world reconfigured
CAN topologies. Section VI presents the results and, finally,
Section VII presents the concluding remarks.

II. RELATED WORKS AND PAPER CONTRIBUTIONS

Provided that QoS oriented constraint-open shortest path
first (CSPF) and its extensions to traffic engineering (OSPF-
TE) keep flooding mechanism as the means of distributing
information across the network [13], they are bound to suffer
from the LSA n-squared limitation [14]. A link state change
in a n-node network requires n2 LSA messages to be spread.
Some authors try to cope with this problem by reducing the
amount of flooding messages, e.g., [15], [16], [17]. However,
only marginal improvements may be achieved and the reduced
(and out-to-date) access to information may lead network
performance to be impaired and, as a result, the QoS goal
not to be met.

Only recently the similarities between P2P applications
and control-plane networks have been realized. P2P approach
to control plane through a layered architecture using a SIP
(section initialization protocol)-based control/signaling plane
over Chord topology has been proposed in [18]. However,
no additional information for QoS purposes are involved and
control plane scalability issues are not addressed. Moreover,
Chord is an one-dimension topology in which the number of
hops and connections per node increases with the number of
elements in the network. As a result, this solution might not
be suitable for reducing management information across large
networks.

The main contribution of this paper is the proposal of a
deterministic small-world reconfiguration following [19] over

a bi-dimensional (CAN) structured semantic space for non-
centralized information distribution in large networks. An
analytical assessment based on the total number of manage-
ment packet over the physical topology is presented using as
parameters the number of nodes, and number of resources
to be advertised per node. This allows us to check flooding
mechanism against bi-dimensional overlay architectures, with
small-world reconfiguration.

III. PROPOSED SOLUTION

This paper intends to use DHT mechanism to develop a
distributed control plane for optical networks, where large
amounts of information have to be exchanged due to physical
and electronic layers limitations. The control plane first has to
evolve from DIFA-like structure to DIHA. In order to do so,
the paradigm of information distribution must be reversed. The
information to perform tasks such as bandwidth reservation,
routing, and wavelength assignment must be fetched by nodes
instead of being distributed regardlessly. The problem now is
how to find information in a completely distributed network.
The publication of network state in form of semantic codes,
in a virtual coordinated space (VCS), is the proposed solution.

A hash coded resource state (e.g., a wavelength on a given
fiber, the spare bandwidth in ongoing lightpaths, a wavelength
converter etc.,) along with an identifier (IP or MAC addresses)
of the publisher node is then let available in the VCS at the
position indicated by their hash code. This enables the search
for resources in the physical networks to be conducted in the
virtual space by a node in need of serving a given connection
request. Geometrically, the VCS is actually a torus but it is
usually displayed using a bi-dimensional representation, which
is turned into a torus when the opposite edges are connected.

The semantic codes are obtained through a hash function
over a string with resource name. This function (Z = h(s))
is common to all nodes in the network and it has multiple
purposes. First the physical node has to register itself using
the hash function to codify its name. The location of resources
that should published in the VCS is also given by using
this hash function codification. When performing searches, a
node makes use of the hash function to know the position in
which the identifier of a required resource is stored in VCS.
Therefore, in each position of the VCS will be held at most
one resource identifier, so that functions like SHA [20] with
collision resolution techniques are preferable.

The VCS will be divided among all registered nodes of the
network. Each node will hold a range of semantic codes and
identifiers. In order to access tables from different nodes, a
overlay network is built through transmission control protocol
(TCP) sessions between the overlay nodes. These connections
reunify the VCS and make available information stored in
particular overlay nodes. A more detailed illustration for the
whole process will be given below.

A. Virtual Structure Construction

Starting from the physical network illustrated in Figure 1,
each node generates its own hash code (in this example based
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on their names). Then they are registered in the VCS by no-
tifing the node holding their hash code. After this registration
process, the nodes should divide the VCS among them. Figure
2 illustrates this division. Note that a node can occupy larger
chunks than others (e.g., E). Then the overlay network is
established through neighbor relationships generated in VCS
as shown in Figure 3. Each node establish go (go = 4 in
Figure 3) interconnections in this overlay network. This are
TCP sessions, which make use of the physical topology in
Figure 1 to carry their packets.

Fig. 1. Physical Network

Fig. 2. VCS division

B. Walking in the Virtual Coordinated Space

The routing across overlay networks is a very important
issue to the success of the present proposal. This procedure
should not produce much management traffic since it has to be
transported across the physical layer. Moreover, a node must
find the information about a given resource as fast as possible
to quickly compute, for example, the best available route for
a lightpath request. Resource state update should also be swift
in order to avoid stale information being used in routing.
By using the hash coded resource name, the requisition is
forwarded node by node until it arrives to the one in charge

Fig. 3. Overlay Network

of holding this hash code in the node VCS area, or in physical
terms: in its hash table stored in its memory.

Whenever a node receives a requisition, first it verifies if
the requisition hash code lies in its hash table. If it is not the
case, the requisition is then forwarded to the neighbor with
the shortest (euclidian) distance from the hash code in VCS.
However, before searching for (hash coded) information, those
network resources must be registered across node regions in
the VCS as follows.

C. Semantic Space Occupation

After performing nodes registry and overlay network setup
via TCP sessions, the nodes can publish their physical re-
sources. In Table I, it is illustrated few physical resources that
are interconnecting nodes (transceivers on a given wavelength)
and their corresponding hash codes (x, y) for a particular hash
function h(s).

TABLE I
RESOURCE CODES

.

Item Resources (s) Coordinates ((x, y))
1 Wavelength λ1, 10 Gb/s, A-B (12,01)
2 Wavelength λ1, 10 Gb/s, A-C (15,05)
3 Wavelength λ1, 10 Gb/s, A-H (05,04)
4 Wavelength λ1, 10 Gb/s, A-G (09,15)
5 Wavelength λ1, 10 Gb/s, B-C (14,13)
6 Wavelength λ1, 10 Gb/s, B-D (02,04)
7 Wavelength λ1, 10 Gb/s, C-D (12,06)
8 Wavelength λ1, 10 Gb/s, C-E (15,08)
9 Wavelength λ1, 10 Gb/s, H-G (09,11)
10 Wavelength λ1, 10 Gb/s, H-F (05,12)
11 Wavelength λ1, 10 Gb/s, G-F (13,02)
12 Wavelength λ1, 10 Gb/s, G-E (01,03)

For example, node A will publish the resource 01 of the
Table I, which corresponds to the resource code (12, 01), at
the corresponding (x, y) coordinates. The process is performed
as follows. First node A verifies if this resource is within its
management area showed in Figure 2. As this is not the case,
node A forwards this resource to its closest neighbor in V CS.
The requisition arrives on node H (remember that the VCS
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is actually a torus). In this case the coordinates (12, 1) will
match node H area. Thus, it will be published in node H hash
table, as shown in Figure 4. Note that a link state change will
produce modifications just to one node database, instead of the
whole network being affected as in flooding-based schemes.

Fig. 4. Published Resources

IV. DETERMINISTIC SMALL WORLD VIRTUAL SPACE
RECONFIGURATION

For large networks the overlay routing process described
above may become lengthy and inefficient as the number of
hops increases in the VCS. A small-world reconfiguration
of the overlay network has been considered as a means of
reducing the mean number of hops between the overlay nodes
by the addition of “long distance” connections [21], [22].
This concept comes from social network researches conducted
in late 1960s [23]. There is a surprisingly small number of
common acquaintances in between any two individuals across
large geographical distances. This effect is basically down to
the fact that people usually have at least few long distance
relationships, and these few connections can help bypassing
many intermediate hops. However, just a decade ago this
concept was introduced by Watts and Strogatz as a model
for explaining (randomly constructed) electrical distribution
networks, the spreading of diseases in the population and many
others networking including the Internet router interconnec-
tions [24].

This paper proposes a deterministic reconfiguration where
some nodes (C) are elected as hubs. They are interconnected
by a partial mesh as described in Equation 2. Hub nodes
will provide long distance connections to ordinary nodes. The
number of required hubs are deterministically calculated from
a parameter d, that represents the maximum distance between
a node and a hub in the VCS. Figure 5 shows a large overlay
network with 144 areas where hub where elected for d = 3 and
are represented by filled symbols. The connections between
nodes, which are visible in Figure 3, have been here omitted
for the sake of clear visualization. The lines represent the
region of influence of hubs, i.e., nodes within this area will
use a particular hub for long distance connections in the VCS,
reducing overlay network diameter as a result. The resulting
number of hubs C in the overlay network for a given d is

calculated by Equation 1, where n is the number of nodes in
the overlay network (approximately the number of nodes in
the physical network).

Fig. 5. Hubs election (Black Nodes)

C = 2×
⌈√

n/2d
⌉2

(1)

Each hub node, say i, will hold a set of V − go long
distance connections to others hubs, indexed by j, according
to Equation 2.

j=mod
(
i+1+

⌊
k× C−1

V−go

⌋
;C
)

, k=0, 1, 2, ..., (V−go−1)
j, i ∈{0, 1, 2, ..., C−1}

(2)

V. ANALYTICAL METHODOLOGY OF ASSESSMENT

In order to analytically evaluate the proposed control plane
information distribution technique, a regular physical network
topology (as the one in Figure 1) has been assumed. Irregular
networks will possiblyrequire numerical simulations for as-
sessing their performance. The number of nodes (n) has been
used as a parameter but with fixed physical degree (gf = 4).
The average number of hops in the physical network is given
in Equation 3.

HPN =
⌈
dn/2e

gf

⌉
(3)

A static overlay network has been assumed for the sake of
simplicity. The average number of hops in overlay network,
with (HONSW

) and without (HONG
) small-world reconfigu-

ration, are given by Equations 4 and 5, respectively.

HONSW
= 2


d 2d+1

3 e+
(
d C

V−go
e+2d 2d+1

3 e
)

(C−1)

C

 (4)

HONG
= 2

⌈
N

go/2

⌉
(5)

The average number of packets in the physical layer is
evaluated for both Setup Traffic and Operational Traffic as
described below. For Equations 6 to 12 HON accounts for hops
in the overlay network and it is replaced by either Equation
4 for overlay networks with small-world reconfiguration or
Equation 5 for classical VCS, which will be identified now on
as “structured”.



XXVI SIMPÓSIO BRASILEIRO DE TELECOMUNICAÇÕES - SBrT’08, 02-05 DE SETEMBRO DE 2008, RIO DE JANEIRO, RJ

A. Setup Traffic (TS)

- node registration (NR): the node has to send a regis-
tration request to a neighbor already in the VCS. This
request walks through the overlay network (bear in mind
that packets will go along the physical network) until
its find the point of insertion. The node in charge reply
(ACK) the request to the requesting node. The amount of
packets will then be:

NR = 1 + HON ×HPN + HPN (6)

- neighbor setup (NS): the node contact its V neighbors
and exchange three packets to setup a TCP connection
(i.e., SIN , SIN + ACK, and ACK). Therefore, the
contribution to the Setup Traffic will be:

NS = V × 3HPN (7)

- resource publication (RP): the node has to send a
publication request for each physical resource to be
published (NRP ) to the overlay network. Then, an ac-
knowledgement, from the node in charge of each item is
sent back to the node that holds the physical resource.

RP = NRP ×HPN (HON + 1) (8)

Finally, the total average Setup Traffic per node given by
Equation 9.

TS = NS + NR + RP
= 1+HPN [HON (1+NRP )+3V +NRP +1] (9)

B. Operation Traffic (TO)

- resource fetching (RF) for each resource fetched (from
a set with NRF ) the fetching node has to send a fetch
request to the VCS areas holding the fetched resource.
The response will follow the request and an acknowledg-
ment is sent back to the node in charge of holding the
information. The total number of packets will then be:

RF = HPN (HONNRF + 2NRF ) (10)

- resource updating (RU) similar to resource fetching,
resource update follows a identical procedure except for
the last acknowledgement that is sent by the node in
charge of holding the information. Thus the number of
packets generated by NRU updates is:

RU = HPN (HONNRU + NRU ) (11)

Finally, the total average Operational Traffic is:

TO = RF + RU
= HPN [HON (NRF +NRU )+2NRF +NRU ] (12)

C. Optimal Neighbor Number

The optimal number of neighbors in a small-world recon-
figuration that minimizes the amount of packets can be then
found by differentiating the sum of equations 9 and 12. The
optimal Vop is then presented in equation 13.

Vop = go+

√
2(C − 1)(1 + NRP + 2NRF + NRU )

3
(13)

D. Flooding

The corresponding number of packets when using the
flooding mechanism for Setup Traffic, is computed as: n nodes
flooding the network with items through all ports (excluding
the one it first received the flooding message). There is also an
acknowledgment message. Therefore the Setup Traffic can be
stated in Equation 14. Regarding the amount of Operation
Traffic, where a information needs to be updated across
the networks nodes (with acknowledgment), is presented by
Equation 15.

TSF
= n×NRP × gf × n× 2 (14)

TOF
= NRU × gf × n× 2 (15)

VI. RESULTS

Results are aimed at comparing flooding mechanism with
structured VCS and small-world reconfigured VCS under
different values for d parameter in different scenarios. The
amount of packets (information exchanged×number of hops)
in the physical layer is the adopted metric. Moreover, the
amount of traffic is presented in terms of Setup Traffic to build
the VCS and Operation Traffic.

In Figure 6 the effect of network growth on the Setup Traffic
is presented for NRP = 128, NRF = 0, and NRU = 0.
It is clear that the proposed mechanism can significantly
(nearly one order of magnitude) reduce the Setup Traffic when
compared with flooding. However, small-world reconfigura-
tion becomes more important for larger networks (beyond
103 nodes), where performance is more sensitive to d. It is
noteworthy that d = 3 brings a good performance for whole
range number of nodes in Figure 6.

10
2

10
3

10
4

10
4

10
5

10
6

10
7

NUMBER OF NODES

S
E

T
U

P
 T

R
A

F
F

IC

 

 

FLOODING
STRUCTURED
STRUCTURED WITH d=6
STRUCTURED WITH d=3
STRUCTURED WITH d=1

Fig. 6. Setup Traffic vs. Number of Nodes

Figure 7 investigates the influence of the growth of number
of items published on the Setup Traffic for n = 1024, NRF =
0 and NRU = 1. Traffic reduction can be found even for
reduced number of item such as 10. As the number of items
grow, again the right choice of d becomes an important issue.
In this case d = 3 provide the best result until 200 published
items by each node, after that d = 1 becomes the best design.

The number of packets generated by the Operation Traffic
against network size in presented in Figure 8 for just one
update operation for NRP = 128, NRF = 0, and NRU = 0.
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Almost one order of magnitude reduction can be achieved
even for networks below 103 nodes. However, as networks
grow to 104 this advantage over flooding in the Operation
Traffic packet count is reduced. A lightpath setup, for example,
in proposed scheme would demand multiple searches. On
the other hand, nodes in the flooding-based networks hold
network global state and no search is needed. However,
note that periodic update in flooding systems for information
consistency purposes is not accounted in Figure 8.
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Fig. 8. Operation Traffic vs. Number of Nodes

VII. CONCLUSION

The amount of information that has to be made avail-
able to all nodes in the optical network may demand new
strategies of building distributed control planes. The proposed
mechanism to resource management brings a new paradigm.
By allocating the information on a structured virtual space,
a network node can efficiently perform storage of device-
state, enabling information consistency and eliminating the
vulnerability to route flapping and information inconsistencies
present in flooding based system. The proposed scheme makes
possible significant reduction of the number of control packets
crossing the network, on startup, without reducing the quantity
of information available to nodes. It also allows nodes fetching
for just a given resource. Further investigation will be made
for dealing with irregular networks and the multiple fetch
problem.
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