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Blind Sequence Separation Based on the
Eigenstructure of Finite Field Transforms

Juliano B. Lima, Ricardo M. Campello de Souza and Daniel Panario

Abstract— A blind sequence separation method based on the
eigenstructure of finite field transforms is proposed. In analogy
with a multiuser communication system, an additive channel
is considered and the information coming from each user is
mapped on eigenvectors of a transform matrix. Since orthogonal
eigenspaces are related to different users, it is possible to sepa-
rate such eigenvectors after the channel addition. The recently
introduced finite field trigonometric transforms are used. Their
eigenstructure is analyzed and applied to the described scenario.

Keywords— Blind separation, multiuser communication, finite
field transforms, eigenstructure.

Resumo— Este trabalho propõe um método para separação
cega de seqüências baseado em transformadas de corpo finito.
Analogamente a um sistema de comunicação multiusuário,
considera-se um canal aditivo através do qual as informações são
transmitidas como autovetores de uma matriz de transformação.
Uma vez que subespaços vetoriais ortogonais estão relacionados
a usuários distintos, é possível separar tais autovetores após
a adição no canal. As transformadas trigonométricas de corpo
finito, recentemente introduzidas, são usadas. Sua auto-estrutura
é analisada e aplicada ao cenário descrito.

Palavras-Chave— Separação cega, comunicação multiusuário,
transformadas de corpo finito, auto-estrutura.

I. I NTRODUCTION

Multiple access techniques perform an essential role in
modern communication systems. The simultaneous use of a
channel by different transmitters allows a flexible design of
such systems and the reasonable allocation of the available
resources [1]. In a code division multiple access system
(CDMA), different users share, at the same, time the same
frequency band. This is possible due to the spread spectrum
technique which uses high ratesignature pulsesto enhance
the signal bandwidth far beyond what is necessary for a given
data rate. The users can be separated at the receiver by means
of their characteristic individual signatures. Commonly,this
separation is done without any explicit knowledge concerning
the information coming from each user, that is, ablind
recovery is performed [1]. Nowadays, the most prominent
applications of CDMA are mobile communication systems like
cdmaOne, UMTS or cdma2000 [2].

In [3], a new multiuser communication technique was pro-
posed. It is based on the eigenstruture of the discrete Fourier
transform (DFT) matrix [4]. A noise-free real additive channel
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is considered and the user signatures are eigenvectors of the
DFT matrix; distinct eigenvalues are associated to each user
and, after the channel addition, the corresponding eigenvectors
are separated by solving a linear system of equations. Since
the knowledge of the sequence resulting from the eigenvectors
addition is sufficient for performing such a separation, this
procedure can be viewed as blind. In this case, the maximum
number of simultaneous users is four, because the DFT matrix
has at most four distinct eigenvalues:{1,−1, j,−j}.

Other discrete transforms applicable to the described sce-
nario have been investigated [5]. This paper proposes the use
of the recently introduced finite field trigonometric transforms
(FFTT), which include finite field cosine and sine trans-
forms [6]. Since FFTT matrices have only integer elements,
floating-point and complex arithmetic operations are avoided
and a more natural adjustment to the digital systems contextis
provided. Furthermore, some of the FFTT types have matrices
with more than four distinct eigenvalues.

The key-point for developing the reported separation pro-
cedure is the knowledge of the eigenstructure of the used
transforms. Therefore, a considerable part of this paper is
dedicated to the study of the eigenvalues of each FFTT
and of the systematic ways for constructing their respective
eigenvectors. Under many aspects, this theory is similar tothat
of the real-valued trigonometric transforms, the eigenstructures
of which have been studied with the main purpose of defining
fractional transforms [7], [8], [9].

This paper is organized as follows. In Section II, the finite
field trigonometric transforms are briefly reviewed. In Sec-
tions III and IV, respectively, the eigenstructures of types I and
IV FFTT are studied. In Section V, the eigenstructures of types
II and III FFTT are investigated. Section VI presents the blind
sequence separation procedure based on the eigenstructureof
the FFTT and some preliminary discussions of its practical
aspects. The paper closes with some concluding remarks in
Section VII.

II. PRELIMINARIES

A. Finite Field Trigonometry

In this subsection, the main concepts related to the finite
field trigonometry are reviewed [10].

Definition 1: The set of Gaussian integers over GF(p) is
the set GI(p) = {a + jb, a, b ∈ GF(p)}, wherep is a prime
such thatj2 = −1 is a quadratic nonresidue over GF(p), i.e.,
p ≡ 3(mod4) [11].

The extension field GF(p2) is isomorphic to the “complex”
structure GI(p), whose elementsζ = a+ jb have a “real” part
a = ℜ{ζ} and an “imaginary” partb = ℑ{ζ} [12].
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Definition 2: Let ζ be a nonzero element of GI(p) of
multiplicative order denoted byord(ζ). The k-trigonometric
functions cosine and sine of the “arc” of the elementζi are
computed modulop, respectively, ascosζ(x) := (ζx +ζ−x)/2
and sinζ(x) := (ζx − ζ−x)/2j, for x = 0, 1, . . . , ord(ζ)− 1.

For the sake of simplicity, thek-trigonometric functions are
denoted bycosk(i) andsink(i), while the value ofζ is fixed.
The k-cosine and thek-sine hold properties similar to those
of the standard real-valued trigonometric functions [10].

Definition 3: The unimodular set of GI(p) is the set of
elementsζ = (a+jb) ∈ GI(p), such thata2 +b2 ≡ 1(mod p).

B. Finite Field Trigonometric Transforms

The finite field trigonometric transforms include eight co-
sine transforms (FFCT) and eight sine transforms (FFST).
The first defined FFTT, corresponding to the FFCT-II, was
introduced by Mahonet al. [13]. Later, new definitions were
given and some applications were investigated [6], [14]. Inthis
subsection, the main FFTT types are briefly reviewed.

Any FFTT of a vectorx = (xi), xi ∈GF(p), can be written
as a vectorX = (Xk), Xk ∈GI(p), obtained from the equation

X = M · xT , (1)

where M is the respective transform matrix. The transform
matrix denoted byFCI

N+1, for instance, is associated to
the computation of the FFCT-I of anN + 1 length vector;
analogously, the matrixFSIII

N is associated to the FFST-III
of an N length vector. Such matrices are obtained according
to Table I, where the indexesi andk are respectively related
to the columns and rows; the weight functionβr is defined as

βr =







√
2−1 (modp), r = 0 or N,

1, r = 1, 2, . . . , N − 1

Since the matrices are unitary, types I and IV FFTT, the ma-
trices of which are also symmetric, correspond to involutions.
Such matrices are elements of order2 in the general linear
group GL(N,GI(p)) [15]. Commonly, an element the order
of which is r is said to be a matrix of periodr. The inverse
FFCT-II matrix, which is not symmetric, corresponds to the

TABLE I

FINITE FIELD TRIGONOMETRICTRANSFORMS

Transform matrix elements Matrix dimensions

FCI

N+1
=

√

2/N βiβk cosk(i) k, i = 0, 1, . . . , N

FCII

N
=

√

2/N βk cosk

(

i + 1

2

)

k, i = 0, 1, . . . , N − 1

FCIII

N
=

√

2/N βi cos
k+ 1

2

(i) k, i = 0, 1, . . . , N − 1

FCIV

N
=

√

2/N cos
k+ 1

2

(

i + 1

2

)

k, i = 0, 1, . . . , N − 1

FSI

N−1
=

√

2/N sink(i) k, i = 1, 2, . . . , N − 1

FSII

N
=

√

2/N βk sink

(

i + 1

2

) k = 1, 2, . . . , N

i = 0, 1, . . . , N − 1

FSIII

N
=

√

2/N βi sin
k+ 1

2

(i)
k = 0, 1, . . . , N − 1

i = 1, 2, . . . , N

FSIV

N
=

√

2/N sin
k+ 1

2

(

i + 1

2

)

k, i = 0, 1, . . . , N − 1

forward FFCT-III matrix and vice-versa. This is also valid for
FFST-II and FFST-III. Additionally, we remark that, ifζ is
unimodular, number theoretic transforms can be obtained [6].

III. E IGENSTRUCTURE OFTYPE I FFTT

Similarly to the real case, the FFCT-I and the FFST-I
eigenstructure is strongly connected to the finite field Fourier
transform (FFFT) [16], [8], [17]. The FFFT of a vectorx =
(xi), i = 0, . . . , N − 1, xi ∈ GF(p), is a vectorX = (Xk),
Xk ∈ GF(pm), k = 0, . . . , N − 1, computed by Equation (1),
with the transform matrixM substituted by

FFN =
√

N−1 · αi·k, (2)

whereα ∈GF(pm) and ord(α) = N .
Proposition 1: The FFFT transform matrix has, at most,

four distinct eigenvalues,{1,−1, j,−j}, whose multiplicities
are presented in Table II [17].

TABLE II

MULTIPLICITIES OF THE EIGENVALUES OF ANN × N FINITE FIELD

FOURIER TRANSFORM MATRIX.

N Mult. of 1 Mult. of −1 Mult. of j Mult. of −j

4 · n n + 1 n n n − 1

4 · n + 1 n + 1 n n n

4 · n + 2 n + 1 n n + 1 n

4 · n + 3 n + 1 n + 1 n + 1 n

Proposition 2: Every eigenvector associated to the FFFT
has even or odd symmetry. Even eigenvectors are related to
the eigenvalues1 or −1 and odd eigenvectors are related to
the eigenvaluesj or −j [17].

In this work, procedures for constructing FFFT eigenvectors
are not discussed. However, we remark that, in this case,
an even symmetric vectorxe = (xe,i) holds the condition
xe,i = xe,−i; similarly, an odd symmetric vectorxo = (xo,i)
holdsxo,i = −xo,−i [17]. Based on Propositions 1 and 2, the
following propositions related to the FFCT-I and the FFST-I
eigenstructure are presented.

Proposition 3: The FFCT-I and FFST-I eigenvectors are
constructed from the FFFT eigenvectors according to the
following relations.

• If x = [x0, x1, . . . , xN−2, xN−1, xN−2, . . . , x1] is an
even eigenvector of the matrixFF2N−2, then

xFCI
=

[

x0,
√

2x1, . . . ,
√

2xN−2, xN−1

]

(3)

is an eigenvector of the matrixFCI
N .

• If x = [0, x1, x2, . . . , xN , 0,−xN ,−xN−1, . . . ,−x1] is
an odd eigenvector of the matrixFF2N+2, then

xFSI
=
√

2 [x1, x2, . . . , xN ] (4)

is an eigenvector of the matrixFSI
N with associated

eigenvaluejλ.
Proof: It is similar to the proof of Proposition 3 in [8].
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TABLE III

MULTIPLICITIES OF THE EIGENVALUES OF A TYPEI N × N FINITE FIELD

COSINE OR SINE TRANSFORM MATRIX.

N Mult. of 1 Mult. of −1

odd N+1

2

N−1

2

even N

2

N

2

Proposition 4: The FFCT-I and the FFST-I matrices have
only the eigenvalues1 and−1. Their multiplicities are pre-
sented in Table III.

Proof: As we previously remarked, the FFCT-I is invo-
lutive, i.e., (FCI

N )2 = IN , where IN is the N × N identity
matrix. Hence, the eigenvalues ofFCI

N are the solutions of
λ2 = 1, i.e., {−1, 1}. The same argument is valid forFSI

N .
The multiplicities of the eigenvalues can be determined using
a proof similar to that presented for the Proposition 4 in [8].

IV. E IGENSTRUCTURE OFTYPE IV FFTT

In this section, the FFCT-IV and the FFST-IV eigenstructure
is discussed. In this case, there is also a connection with the
eigenvalues and the eigenvectors of the finite field Fourier
transform. Therefore, a generalized finite field Fourier trans-
form (GFFFT) is defined. Initially, the eigenstructure of the
GFFFT is analyzed and, hence, propositions concerning the
FFCT-IV and the FFST-IV eigenstructure are derived.

A. The Generalized Finite Field Fourier Transform

The GFFFT of a vectorx = (xi), xi ∈ GF(p), is a vector
X = (Xk), Xk ∈ GF(pm), computed by Equation (1), with
the matrixM substituted by

FFG
N =

√
N−1 · α(i+ 1

2 )·(k+ 1

2 ), (5)

whereα ∈GF(pm) and ord(α) = N . The inverse ofFFG
N is

(

FFG
N

)

−1

=
√

N−1 · α−(i+ 1

2 )·(k+ 1

2 ). (6)

In the following, some properties used for studying theFFG
N

eigenstructure are presented.
Property 1: Let J be anN×N anti-diagonal matrix, where

every nonzero element equals1. Then,(FFG
N )2 = −J.

Proof: It is similar to the proof of Fact1 in [7].
Based on Property 1 and denoting byxi

G←→ Xk the relation
betweenx and its generalized finite field Fourier transformX,
the relationXi

G←→ −x−k−1 is valid.
In order to analyze the GFFFT of symmetric vectors, differ-

ently from the FFFT, we consider even symmetric vectorsxe

holding the conditionxe,i = xe,−i−1. They can be constructed
from any vectorx by xe,i = E{xi} = 2−1 · (xi + x−i−1);
symmetric odd vectors holdxo,i = −xo,−i−1 and they can be
obtained byxo,i = O{xi} = 2−1 · (xi − x−i−1).

Property 2: If xi
G←→ Xk, then, the relationsE{xi} G←→

E{Xk} andO{xi} G←→ O{Xk} are valid.
Proof: This property can be demonstrated using Equa-

tion (5) and the established symmetry conditions.

Proposition 5: The GFFFT matrix has, at most, four dis-
tinct eigenvalues,{1,−1, j,−j}, the multiplicities of which
are presented in Table IV.

TABLE IV

MULTIPLICITIES OF THE EIGENVALUES OF ANN × N GENERALIZED

FINITE FIELD FOURIER TRANSFORM MATRIX.

N Mult. of 1 Mult. of −1 Mult. of j Mult. of −j

4 · n n n n n

4 · n + 1 n n n n + 1

4 · n + 2 n + 1 n n n + 1

4 · n + 3 n + 1 n n + 1 n + 1

Proof: Using Property 1, we know that(FFG
N )4 = IN .

Consequently, the eigenvalues ofFFG
N correspond to the

solutions ofλ4 = 1, i.e., {1,−1, j,−j}. Their multiplicities
are determined using a proof similar to that presented for Fact
3 in [7].

Proposition 6: The eigenvectors of the GFFFT matrix are
constructed according to the following rules. Ifxi

G←→ Xk,
then:

• the even symmetric vectorxG = E{xi} ∓ j · E{Xi}
is an eigenvector of the matrixFFG

N associated to the
eigenvalueλ = ±j.

• the odd symmetric vectorxG = O{xi} ± O{Xi} is
an eingenvector of the matrixFFG

N associated to the
eigenvalueλ = ±1.
Proof: The proof is based on Properties 1 and 2. It is

similar to those presented for Propositions3 and4 in [3].

B. Eigenvalues and Eigenvectors of Type IV FFTT

Based on the GFFFT eigenstructure, the following proposi-
tions related to the FFCT-IV and the FFST-IV eigenstructure
are presented.

Proposition 7: The FFCT-IV and the FFST-IV eigenvectors
are constructed from the GFFFT eigenvectors according to the
following relations.

• If x = [x0, . . . , xN−1,−xN−1, . . . ,−x0] is an odd eigen-
vector of the matrixFFG

2N , then

xFCIV
= [x0, . . . , xN−1] (7)

is an eigenvector of the matrixFCIV
N .

• If x = [x0, . . . , xN−1, xN−1, . . . , x0] is an even eigen-
vector of the matrixFFG

2N , then

xFSIV
= [x0, . . . , xN−1] (8)

is an eigenvector of the matrixFSIV
N .

Proof: It is based on the same principles applied to
demonstrate Proposition 3.

Proposition 8: The FFCT-IV and the FFST-IV transform
matrices have only the eigenvalues1 and−1. Their multiplic-
ities are presented in Table V.

Proof: It is similar to the proof of Proposition 4.
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TABLE V

MULTIPLICITIES OF THE EIGENVALUES OF ANN × N TYPE IV FINITE

FIELD COSINE OR SINE TRANSFORM MATRIX.

N Mult. of 1 Mult. of −1

odd N+1

2

N−1

2

even N

2

N

2

V. TYPES II AND III FFTT EIGENSTRUCTURE

Since types II and III FFTT matrices are not symmetric,
in order to analyze their eigenstructures, it is not possible
to use arguments similar to those applied to types I and IV
FFTT. In fact, the eigenstructure of the real-valued types II and
III trigonometric transforms remains unclear, being restricted
to some conjectures supported by numerical simulations [9].
In this section, we also discuss a conjecture and investigate
some aspects concerning the eigenstructure of the mentioned
transforms in the finite field case.

The conventional procedure for obtaining the eigenvalues of
a matrix consists in evaluating the roots of its characteristic
polynomial. Since the FFTT matrices are orthogonal, the
following theorem is valid.

Theorem 1:The characteristic polynomial of an orthogonal
matrix modulop is a reciprocal polynomialf(λ).

Proof: It is similar to the proof of Theorem1 in [5], all
computations being modulop.

The polynomialf(λ) is also called palindromic, iff(λ) =
λNf(1/λ), or anti-palindromic, iff(λ) = −λNf(1/λ). The
computation of the roots of such polynomials is simplified by
the use of a variable substitution method reducing its degree
by half [18]. Therefore, it is possible to use closed formulas to
evaluate the roots of palindromic polynomials with degreesup
to 10. In this extreme case, after excluding roots±1(mod p),
the degree is reduced to4. For f(λ) with degree greater than
10, factorization techniques are used [19].

It has been conjectured, after computing the roots of the
characteristic polynomial of the matrixFCII

N for different
values ofN , that all eigenvalues of the FFCT-II transform
matrix are distinct. This conjecture has also been proposed
for the FFCT-III, FFST-II and FFST-III transforms. Moreover,
although the considered matrices have all elements in GF(p),
their eigenvalues can be located in extension fields [20].

The period of the matricesFCII
N , FCIII

N , FSII
N and FSIII

N

can be investigated by writing them in diagonal form. Let us
consider again the FFCT-II transform matrix and write it as
FCII

N = UΛU∗ (U is a unitary matrix, the columns of which
are eigenvectors ofFCII

N , andU∗ is its conjugate transpose;
Λ is a diagonal matrix whose elements are the eigenvalues of
FCII

N ). SinceU∗U = I, powers ofFCII
N can be computed

from powers ofΛ, which are computed taking the respective
power of each element in its main diagonal. Hence, the relation
(FCII

N )r = UΛrU∗ holds. The least positive integerr such
that (FCII

N )r = I also impliesΛr = I . From this condition,
we conclude that the periodr is the least common multiple
among the multiplicative orders of the eigenvalues ofFCII

N .
For types II and III real-valued trigonometric transforms,there
is a conjecture stating that no suchr exists [9]. By definition,

the periods of types II and III matrices are said to be zero.
Naturally, for the FFTT case,r is always positive and finite.

Briefly, we can assert that the computation of types II and
III FFTT matrices eigenvalues requires the computation of the
roots of the respective charateristic polynomials. In thisway,
related eigenvectors can be constructed.

VI. B LIND SEQUENCESEPARATION

In communications theory, the problem of separating infor-
mation coming from different sources, after they are “mixed”
under some assumptions, has been extensively studied [1], [2].
Among different techniques for recovering the data originally
transmitted by each user, a particularly interesting case is
the separation without explicit knowledge of the information
related to each source (or user), that is, the blind separation.
When different users share the same frequency band at the
same time, well established techniques perform such a sepa-
ration using statistical properties of sequences and codesused
as “digital carriers”.

In this section, using the above described scenario as
reference, we show how the FFTT eigenstructure can be
used for blind sequence separation. We consider a noise free
finite field adder channel which is synchronously shared by
different users [21]. The procedure consists in associating an
eigenvalue and, therefore, a set of eigenvectors of a given
FFTT to each user. The information to be sent by an user
is mapped on such eigenvectors. Since eigenvectors related
to different eigenvalues are orthogonal, after being summed
by the channel, they can be recovered by solving a linear
system of equations. This scheme is ilustrated in the following
subsections.

A. 2-User Scheme

With the purpose of presenting a2-user scheme, we consider
an N ≥ 2 length FFCT-I, although any other FFTT whose
transform matrix has at least2 distinct eigenvalues can be
used. As demonstrated in Section III, the FFCT-I matrix has
eigenvaluesλ1 = 1 and λ2 = −1. We asssociate to these
eigenvalues and to users1 and2, respectively, the eigenvectors
x1 = (x1,i) andx2 = (x2,i), which are constructed according
to Proposition 3.

From the vectory = (yi) given by

yi = x1,i + x2,i, (9)

where “+” denotes componentwise addition, it is possible to
recover the users sequences. By computingY = (Yk) =
FCI

N × yT , we have

Yk = λx1,i + λ2x2,i = x1,i − x2,i. (10)

Solving the linear system formed by Equations (9) and (10),
the users sequences are recovered fromx1,i = (yi +Yi)/2 and
x2,i = (yi−Yi)/2. A block diagram ilustrating the recovering
of the sequencesx1 andx2 can be viewed in Figure 1.

An important aspect to be remarked concerns the arithmetic
complexity involved in the described procedure. The number



XXVI SIMPÓSIO BRASILEIRO DE TELECOMUNICAÇÕES - SBrT’08, 02-05 DE SETEMBRO DE 2008, RIO DE JANEIRO, RJ

N-FFCT-I½
y

x1

x2

Fig. 1. Sequence recovering in a2-user scheme.

of multiplications and additions necessary for separatingthe
N -length vectorsx1 andx2 are, respectively, given by

M2(N) = N + MFCI (N) (11)

and

A2(N) = 2N + AFCI (N), (12)

In the above equations, the subscript “2” indicates the as-
sociation with the2-user scheme;MFCI (N) and AFCI (N)
respectively, denotes the number of multiplications and addi-
tions for calculating anN -length FFCT-I, which can be done
by fast algorithms. Exact numbers forM2(N) and A2(N)
can be obtained by using closed formulae forMFCI (N) and
AFCI (N) [22].

B. 4-User Scheme

According to our previous discussions, we must choose
types II or III FFTT for constructing a4-user scheme. More-
over, if a transform over GF(p) is chosen, the eigenvalues
used for implementing such a scheme should also be located
in GF(p), in order to avoid computations in extension fields.
As an example, let us consider the4-length FFCT-II over
GF(127). If the transform matrix is constructed using the
unimodular elementζ = 119 + j119, its eigenvalues are
λ1 = 1, λ2 = 20, λ3 = 108 andλ4 = 126; the users sequences
are, respectively, the eigenvectorsx1 = (x1,i), x2 = (x2,i),
x3 = (x3,i) andx4 = (x4,i).

Analogously to the2-user scheme, the adder channel pro-
duces the vectory = (yi). By computing successive trans-
forms ofy, we haveY′ = (Y ′

k) = FCII
N ×yT , Y′′ = (Y ′′

k ) =
(FCII

N )2 × yT and Y′′′ = (Y ′′′

k ) = (FCII
N )3 × yT . Hence,

the following linear system of equations is obtained:


























x1,i + x2,i + x3,i + x4,i = yi

λ1x1,i + λ2x2,i + λ3x3,i + λ4x4,i = Y ′

i

λ2
1x1,i + λ2

2x2,i + λ2
3x3,i + λ2

4x4,i = Y ′′

i

λ3
1x1,i + λ3

2x2,i + λ3
3x3,i + λ3

4x4,i = Y ′′′

i .

Substituting the values ofλi, i = 1, . . . , 4, in the above
system, we have



























x1,i + x2,i + x3,i + x4,i = yi

x1,i + 20x2,i + 108x3,i + 126x4,i = Y ′

i

x1,i + 19x2,i + 107x3,i + x4,i = Y ′′

i

x1,i + 126x2,i + 126x3,i + 126x4,i = Y ′′′

i ,

the solutions of which are

x1,i = 64 yi + 64Y ′′′

i ,

x2,i = 49 yi + 36Y ′

i + 78Y ′′

i + 91Y ′′′

i ,

x3,i = 36 yi + 49Y ′

i + 91Y ′′

i + 78Y ′′′

i ,

x4,i = 106 yi + 42Y ′

i + 85Y ′′

i + 21Y ′′′

i .

Therefore, fromy, we obtainY′, Y′′ and Y′′′ and use the
above equations for recovering each user sequence. A block
diagram ilustrating this procedure is shown in Figure 2. The
number of multiplications and additions necessary for separat-
ing theN -length vectorsx1, x2, x3 andx4 are, respectively,
given by

M4(N) = 7N + 3MFCII (N) (13)

and

A4(N) = 8N + 3AFCII (N). (14)

In the above equations,MFCII (N) and AFCII (N) denote,
respectively, the number of multiplications and additionsfor
calculating anN -length FFCT-II. Following these principles,
schemes with a larger number of simultaneous users can be
implemented.

x1

x2

N-FFCT-II

x3

x4
21 42

349

336

349

336

364
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Fig. 2. Sequence recovering in a4-user scheme.

C. Discussion

1) Computational complexity:Since we assume the eigen-
values used in a specific scheme are fixed, the system of
equations from which the users sequences are recovered has
to be solved only once. In fact, the solution has to be applied
again for each received vectory. However, such a solution is
already known. Furthermore, from the previous results, it is
possible to conclude that the sequence recovering in schemes
using N -length transforms involvesO(N log N) operations
and can be implemented by standard DSPs.

2) A multiuser communication hierarchy over the finite field
adder channel:As we remarked, the presented blind sequence
separation method restricts the number of simultaneous users
of a channel to the number of distinct eigenvalues of the used
FFTT. However, similarly to the time division multiplexing
(TDM) and the frequency division multiplexing (FDM), it
is possible to implement a hierarchic scheme. This strategy
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allows a larger number of users being multiplexed, when dif-
ferent signals are combined in order to form a new hierarchic
level. Figure 3 ilustrates an example of such a procedure
applied to the eigenstructure based multiuser communication.
In this case, in order to provide the appropriate diversity of
eigenvectors, an extension field mapping and, consequently, a
transform over such a field is required.

y

x1 GF(  )      GF( )
mapping
p p2

GF(  )      GF( )
mapping
p p2

x2

x3

x4

y1

y2

y1

y2

`

`

Fig. 3. A two-level hierarchy of the eigenstructure based multiuser commu-
nication.

3) Analogy with DS-CDMA:Other interesting aspects of
multiuser communication based on FFTT eigenstructures can
be revealed by performing a comparison with the direct
sequence code division multiple access (DS-CDMA) [1], [2].
In this sense, the above presented schemes can be viewed as
DS-CDMA where the spreading sequences (user signatures)
are eigenvectors of a finite field transform, instead of Walsh
codes or pseudo-noise sequences. Different from DS-CDMA
receivers, which use autocorrelation and cross-correlation
properties of the spreading sequences, in our approach, the
successful separation of each user sequence depends on the
orthogonality between distinct eigenspaces.

4) Energy requirements and noisy channel analysis:Al-
though the purpose of this paper is not a complete description
of a multiuser communication practical scenario, it is relevant
to mention some of its requirements. The maximum allowed
energy in the considered channel, for example, would require
a limitation over the energy of each used eigenvector. This
means that they have to be conveniently scaled. Moreover,
a clear definiton of the spreading procedure should be done,
which depends on the nature of the information to be mapped
on eigenvectors. Finally, since most practical channels cannot
be assumed noise free, an error analysis would be necessary.
Concerning this point, the eigenvectors of a transform can
be treated as words of a linear error-correcting code. This
interpretation suggests studying the error susceptibility of
the presented schemes as a problem of decoding a linear
block code. Preliminary investigations suggest that the error
control capacity of a given scheme is related to the number
of eigenvalues used. This means an interesting compromise
between the number of users that simultaneously access the
channel and the error immunity of the system.

VII. C ONCLUDING REMARKS

In this paper, the eigenstructure of the finite field trigono-
metric transforms was discussed. As part of the requirements
for examining this theme, the generalized finite field Fourier
transform was introduced and its eigenstructure was also
studied. Blind sequence separation schemes based on the
FFTT eigenstructures were shown and their main theoretic

aspects were discussed. Implementations of such schemes
can be done via standard DSPs. In practical environments,
additional aspects concerning the developed theory should
be considered. Moreover, other application scenarios for the
presented eigenstructures may be investigated. As examples,
we cite error correcting codes and public-key watermarking.
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