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Abstract—In this paper, we take the total number of edge decodeC’ consists of a concatenation of infinitely many copies
symbols per information bit in the minimal trellis module  of the trellis modules). McEliece and Lin [14] stated that
representing a convolutional code as the measure of complexity the computational effort required by the Viterbi algorithm to

to get it decoded by the Viterbi algorithm. We conduct a code d d Ut | code i ti L to the total b
search restricted to the recently introduced class of generalized ecode a convolutional code Is proporuonal to the total number

punctured convolutional codes (GPCC) to find good unequal Of edge symbols in the trellis module representing the code.
error protection (UEP) convolutional codes for a prescribed This is said to be thérellis complexity of the modulé/ for
trellis complexity. New good UEP convolutional codes and their the convolutional cod€’, denoted bylI'C' (M), and according
respective effective free distances are tabulated for a variety of to [14] it is defined as

code rates and “minimal” trellis complexities. The low decoding

complexity, resulting from the adoption of the “minimal” trellis 1 n'—1
for the code, makes these codes attractive for practical applica- TC(M) =~ Z J, 2vetbe (1)
tions. k —

Index Terms— Convolutional codes, decoding complexity,

puncturing, Viterbi algorithm. symbols per bit. In particular7’C(Meon,) = (n/k)2V*

symbols per bit.
Almost four decades after the inception of convolutional
|. INTRODUCTION codes by Elias [15], and when PCCs were about fifteen years

An error correcting code which provides a selective level §id: @ theory of minimal trellis for convolutional codes was
protection to the information bits possesses a property Ca”gﬁveloped bY Sidorenko e_md Zyab!ov [16] andll\/.lcEllece {:md
unequal error protection (UEP) [1]-[3]. It thus embraces &N [14]._Unique (up to isomorphism), the minimal trellis
number of important applications that require different leve[@dule, 2, for the convolutional cod€’ minimizes, among

of protection for their bits [4]-[6]. The convolutional codeg/arious complexity measures, the number of states at each

of rate R = k/n with UEP capabilities considered in thedepth and the total number of branches [17]. For this minimal

literature [7][9] are represented by their conventional trellf§ructure, the state complexity and the branch complexity
module, denoted byZ..,,,. This module consists of one trellis? at depth? will be denoted by, andb,, respectively. The

section with2" initial states anc2” final states; each initial Minimal trellis modulefor the (n, k) convolutional codeC”
state is connected B directed edges to final states, and eacfPnSists ofn’ = n trellis sectionsk of which hasb, = 1 and
edge is labeled with bits. Punctured convolutional codedN® remaining(n — k) trellis sections are informationless, i.e.,
(PCCs) [10], on the other hand, form a special clas&wof) a single edge leaves e_ach staig=£ 0). There are2”t states
convolutional codes that can be described by a low-complex@y deptht, andl, =1 bit per branch for alt. The state and
trellis module. For rateR > 1/2, PCCs can be obtained by"he branch comf)lexnx prof|le~s of the “minimal” trellis module
puncturing a rate 1/2 periodically time-varying convolutiongi"® denoted by = (i%,...,vn—1) andb = (bo, ..., bn-1),
code [11] callednothercode. Amatet al. [12] have proposed "€SPectively. _ _
recursive(n, n—1) convolutional codes with excellent distance [t has been shown in [14] that for many convolutional codes

al. [13]. is considerably smaller than the trellis complexity'( M con.)

In general, a trellis modulé/ for an (n, k) convolutional of the conventional trellis module. Bearing in mind that the
code C' consists ofn’ trellis sections2* states at depth minimal trellis module is inherent to the convolutional code,

2 edges emanating from each state at deptandi, bits NOt 10 a particular way of encoding or decoding it, we
labeling each edge from depthto deptht + 1, for 0 < ¢ < hencefor.th refer tdI'C(M) as thetrellis complexity of the
n’—1. The semi-infinite trellis used by the Viterbi algorithm tgcOnvolutional codeC’. '
A study of equivalentconvolutional codes recently pre-
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In [18], the authors have found good convolutional codes byhere ¢! are the binary generator scalars of the GPCC, for
introducing the class ofieneralized punctured convolutionalthe phase index = 0,1,...,n — 1 and fori = 0,1,...,7,
codes(GPCCs). It was shown that the class of GPCCs with 7; being the memory order at phaseShown in (4) is
sufficiently broad to contain good codes, e.g. it encompassephasep which carries no informationgf = 0). There are
the class of PCCs and the majority of codes found in [19%xactlyn — k such phases in the “matrix module” of a GPCC.
Also, we can easily control the spanlength of each row of thghis, and some other restrictions, which applyvto must be
GPCC generator matrix, a property that allows us to searchposed in order for the convolutional code to be a GPCC.
for GPCCs with fixedI'C(M). For reasons explained in [18], these parameters are required

In this work, we are interested in the behavior of the UE® satisfy the restrictions:
capablllty of convolutional codes under a “minimal” trgllls « gi=0forallt e J,andg} = 1 forall t € I\.J, whereJ
complexity measure. We then propose GPCCs and modify the js some subset of size— k of the set/ = {0, 1

RN
code search to endow these codes with UEP capability. 1} and it represents the indexes of the informationless
phases (this is illustrated in (4) with phages J).
Il. PRELIMINARIES o Uiy gAﬁt + b, for t=2012...,n-2, gnd 7y <
Consider a binaryn, k) convolutional code represented by ~ Yn—1 + bn—1, whereb, = 0 if t € J, andb; = 1 if
a trellis module M (or by a trellis constructed from\/), tel\J.

with & > 2. At time instantt, exactly & information bits  This class of convolutional codes is broad enough to contain
x; = 20--- 28! are absorbed by the encoder and the outpgood codes and yet has structural properties that facilitate the
sequencey; = ¢ -- -y ' with n bits is generated. code search; for instance, one can easily control the spanlength
Let S be the set of all paths in the trellis that diverge fronef each row of the GPCC generator matrix, a property that
the all-zero path (leave the state 0), at a fixed time ingtasa#ty allows us to search for GPCCs with fix@dC'(M).
t = 0, and remerge into the all-zero path exactly once at some
time later. Each path i constitutes an error event. Given a
patho in S, we denote bywy (o) the Hamming weight of the
codeword corresponding to this path. bet = x} 2} 2%, - - We conduct a refined code search within the class of GPCCs
be a sequence of information symbols at ke position of to obtain good convolutional codes with the UEP property
x¢, fort =0,1,2,---. The UEP capability of a convolutional for a prescribed “minimal” trellis complexity’C'(M). Then
encoder is measured by the effective free distance vector [71(M) is obtained from (1), with; = 1 for all ¢. For a given
[8] of length £ (the number of possible UEP protection levelsicode rate and’C (M), we provide distinct configurations of
Definition 1: Let S® be a subset o5 formed by paths deg satisfying the UEP property. By placing the leading and
induced by information sequences such thais a non-zero trailing “ones” of each row ofG.qi. in specific positions,
sequence. The effective free distance vector, denotedishy while others are set free to assume any binary value, we can

IIl. CODE SEARCH RESULTS

of a convolutional encoder with trellis moduld is define ensembles of GPCCs with generator matrix in trellis

oriented form [20, p. 343] with a particular trellis complexity.

deft = (do, du, -+ di—1) ) consider the template (only the non-zero rows are shown)
where theith effective free distancé; is 100 0
d; = min wy(o). 3) * % 1 0

oeSW . 1 * % 1 (5)

Clearly, the free Hamming distance of the convolutional code, 0 1 %
namely ds,.., iS equal to the least entry of the vectdgs. 00 1 =

This vector depends on the mapping between the information
sequences and the codewords and, therefore, is relatedoiothe matrix module of a (4,3) GPCC, where the nontriv-
the encoder. An encoder is said to possess an equal efadrbinary entries are marked by asterisk. According to the
protection (EEP) capability if all entries afgs are equal. positions of the leading (underlined) and trailing (overlined)
An (n,k) GPCC [18] is a periodically time-varying convo-1's of each row of (5), the state and the branch complexity
lutional code of period: defined by the “matrix module” [14, profiles of the minimal trellis module a = (2,2, 3,3) and

eg. (2.4)] (only the non-zero rows are shown) b = (1,1,1,0). Therefore, all GPCCs within this ensemble
q have the same trellis complexity C(M) = 13.33 symbol

r 0
o per bit. The effective free distance vector of this code is
: ggj dess = (2,3,4), therefore presenting the UEP property. We
0 - ,, » bt may vary in each row of (5) the entries between the underlined
g - 9o, Iop and overlined 1's (while these are kept fixed) and search
P ¢! : : g1 (4)  through this template for new GPCCs with the sdfi@(M).
Yn—1 Now consider the best (4,3) GPCC in termsdgf... for the
gé"l 91 g template in (5) WithTC(M) = 13.33 symbols per bit. This
@=0 gt grt code hasdef = (3,3,3). Similar results can be obtained for
L go ] different code rates and trellis complexities.
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In Tables I-lll, a refined list of good GPCCs, and their[4]
respective effective distancelg, is shown for different code
rates and different values @GfC (M ). The codes are specified
by the polynomial generator matri& (D), which is given
in octal form, where the highest power i is in the most
significant bit of the representatioe.§.6 = D + D?). Note 6]
that some of the codes in the tables are EEP codes, since
in our search procedure we did not restrict ourselves to UEP
codes. So, when an EEP code is listed in a table, it meang
that no GPCC with the UEP property could be found for
that ds,.. and thatT’C(M). From the analysis of the results 8
listed in the tables we can make some remarks. First, conside;
the two codes witH'C' (M) = 10 symbols per bit listed in
Table I. The second code in the table is an EEP code witl{]
defr = (3,3), while the first one hadeg = (2,4). Therefore,
in going from the second code to the first code, the effectiye]
free distancel, is decreased whil@; is improved. In other
words, the overallds,.. had to be reducAe/d in this case tq;qj
produce an UEP code with the sarfi€’(M). We can find
many of these examples in the tables. However, doubling t
“minimal” trellis complexity toT'C (M) = 20 symbols per bit
in this case may either increase further the protection of the
second input bit or increase the overdll,.. with an EEP
code.

Finally, it is important to mention thate¢ in this paper has [14]
been obtained from the conventional, time-invariant trellis of
the convolutional codes. In [13], the authors showed that the;)
distance spectrum of the same convolutional code obtained
from different trellis representations agree only for the firdt®
few terms, and may be slightly different for the other terms.
It is argued in [13] that a more accurate distance spectrudl
of a convolutional code is obtained from its minimal trellis.
However, as already mentioned, to reduce the computationai
effort in our code search we avoid the actual construction of
the minimal trellis. [19]

(5]

IV. CONCLUSIONS [20]

This paper has considered the problem of providing unequal
error protection to a binary data stream transmitted over a
noisy channel via a single error-correcting code with low
decoding complexity. For this purpose, we have proposed the
recently introduced class of generalized punctured convolu-
tional codes and we have taken McEliece and Lin's decoding
complexity measure, namely, the number of symbols per infor-
mation bit in the “minimal” trellis module for the code. A code
search has been conducted and new good convolutional codes
endowed with unequal error protection have been tabulated for
a variety of code rates and “minimal” trellis complexities.

REFERENCES

[1] B. Masnick and J. K. Wolf, “On linear unequal error protection codes,”
IEEE Trans. Inform. Theoryol. 13, no. 4, pp. 600-607, Oct. 1967.

[2] W. J. van Gils, “Linear unequal error protection codes from shorter

codes,”IEEE Trans. Inform. Theorwol. 30, no. 3, pp. 544-546, May

1984.

Z. Chen, P. Fan, and F. Jin, “New results on self-orthogonal unequal

error protection codes[EEE Trans. Inform. Theorwol. 36, no. 5, pp.

1141-1144, Sept. 1990.

(3]

Q. Qu, Y. Pei, and J. W. Modestino, “An Adaptive motion-based unequal
error protection approach for real-time video transport over wireless IP
networks,”IEEE Trans. Multimediavol. 8, no. 5, pp. 1033-1044, Oct.
2006.

A. Nazer and F. Alajaji, “Unequal error protection and source-channel
decoding of CELP speechElectro. Lettersvol. 38, no. 7, pp. 347-349,
Mar. 2002.

Z. C. Pereira, M. E. Pellenz, R. D. Souza, and M. A. A. Siqueira,
“Unequal error protection for LZSS compressed data using Reed-
Solomon codes,'/ET Communicationsvol. 1, no. 4, pp. 612-617, Aug.
2007.

R. Palazzo Jr., “Linear unequal error protection convolutional codes,” in
Proc. IEEE Int. Symp. Inform. ThegrBrighton, U.K., Jun. 1985, pp.
88-89,.

R. Palazzo Jr., “On the linear unequal error protection convolutional
codes,” inProc. IEEE Global Telecom. Contlouston, TX, Dec. 1986,
pp. 1367-1371.

V. Pavlushkov, R. Johannesson, and V. V. Zyablov, “Unequal error
protection for convolutional codes’EEE Trans. Inform. Theoryol.

52, no. 2, pp. 700-708, Feb. 2006.

I. E. Bocharova and B. D. Kudryashov, “Rational rate punctured
convolutional codes for soft-decision Viterbi decodindZEE Trans.
Inform. Theory vol. 43, no. 4, pp. 1305-1313, July 1997.

R. D. Souza and B. F. Uda-Filho, “On trellis modules for convolutional
codes,” in2002 |IEEE International Symposium on Information Theory
p. 417, Lausanne, Switzerland, July 2002.

%] A. G. i Amat, G Montorsi, and S Benedetto, “A new approach to the

construction of high-rate convolutional codef2#EE Communications
Letters vol. 5, no. 11, pp. 453-455, Nov. 2001.

] H.-H. Tang, M.-C. Lin, and B. F. Uda-Filho, “Minimal trellis modules

and equivalent convolutional code$BEE Trans. Inform. Theoryvol.

2, no. 8, pp. 3738-3746, Aug. 2006.

R. J. McEliece and W. Lin, “The trellis complexity of convolutional
codes,”IEEE Trans. Inform. Theoryol. 42, no. 6, pp. 1855-1864, Nov.
1996.

P. Elias, “Coding for noisy channeldRE Conv. Re¢.Part 4, pp. 37-47,
1955.

] V. Sidorenko and V. Zyablov, “Decoding of convolutional codes using

a syndrome trellis,"IEEE Trans. Inform. Theoryvol. 40, no. 5, pp.
1663-1666, Sept. 1994.

A. Vardy, “Trellis structure of codes,” itdandbook of Coding Theory
vol. 11, (V.S. Pless and W.C. Huffman, eds.), North-Holland, Amsterdam,
The Netherlands (1998).

B. F. Uctba-Filho, R. D. Souza, C. Pimentel, and M.-C. Lin, “Gener-
alized punctured convolutional code$EE Commun. Lettersvol. 9,
no. 12, pp. 1070-1072, Dec. 2005.

H.-H. Tang and M.-C. Lin, “On(n,n — 1) convolutional codes with
low trellis complexity,”|IEEE Trans. Communvol. 50, no. 1, pp. 37-47,
Jan. 2002.

S. Lin and D. J. Costello, JrError Control Coding Prentice Hall, 2nd
edition, 2004.



XXVI SIMP OSIO BRASILEIRO DE TELECOMUNICA©ES - SBRT'08, 02-05 DE SETEMBRO DE 2007, RIO DE JANEIRO, RJ

TABLE |
GOOD CONVOLUTIONAL CODES OF RATE2/3 AND THEIR EFFECTIVE FREE DISTANCES

L7CO) [dppee [deg [ @ | » | G |
0 2 24 | 1,01 ] 222 | 113,201

3 33 | (1LLO)| (22,2)| [310;03 1]

20 2 25 | (1,10) | (333) | [L20, 433

4 44 | 1,1,0)| (333)| [321;4372]

- 2 26 | (LLO) | (34,4 | [L02671]

4 45 | (1,1,0)| (3.4.4) | [123;453]

20 a 46 | (110)| 444 [ 512273

5 55 | (1,1,0) | (44,4) | [732;471]

TABLE I
GOOD CONVOLUTIONAL CODES OF RATE3/4 AND THEIR EFFECTIVE FREE DISTANCES
[7COD) [ dprec [deg [ & [ » | G(D) |
0,33 2 | 224] IL1,10)] 2222 [1010,2100,2211]

: 2 [233] 1.1,10)] (2222)| [1010;2110;021 1]
13.33 2 | 234 I,1,10)| (2233 | [L101,2100,0231]

: 3 [333] (11,10 (223,3)|[1101;2110;,0031]

2 | 245 IL,L,10)| (4444 | [L130L,0120,403 3

37.33 3 [335]| (11,10)| (4444)| [3310;,0130;4233

4 | 444 (11,10)| (444,4)| [1310;0321:621 3

4267 2 | 255 (1,1,1,0)| (444,5) | [1200,0323,603 1]

: 4 | 445| (1110)| (4445)| [3201;0332;401 3]

TABLE Il
GOOD CONVOLUTIONAL CODES OF RATE4/5 AND THEIR EFFECTIVE FREE DISTANCES
[L7COD) [dyree | deg [ & [ o | G(D) |
» 2 | 2333] 0L,110)] (22333)] [L0010,01011,20104,02211]

2 | 2224] (11,1,10)] (2,23,3,3)| [10010:01001;20100;22211]
18 2 | 2244 (IL1,10)] (33333)] 10010,21011,02100,022117]
3 |3333] 1.1,1,1,0)] (33,33,3)| [10110;21001;22100;00211]
” 2 | 2444 11,110)] (33344 [11101,21000,02111,00231]
3 |3334] (1,1,1,10)] (3,3344) [11101;21010;22110;20231]
=6 2 | 2225 A,1,1,10)] (44555 B011Q0331L2032L00231
4 | 4444| (11,110)| (44555)| [31010;03201;00321;22033




