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Abstract— In this paper, we take the total number of edge
symbols per information bit in the minimal trellis module
representing a convolutional code as the measure of complexity
to get it decoded by the Viterbi algorithm. We conduct a code
search restricted to the recently introduced class of generalized
punctured convolutional codes (GPCC) to find good unequal
error protection (UEP) convolutional codes for a prescribed
trellis complexity. New good UEP convolutional codes and their
respective effective free distances are tabulated for a variety of
code rates and “minimal” trellis complexities. The low decoding
complexity, resulting from the adoption of the “minimal” trellis
for the code, makes these codes attractive for practical applica-
tions.

Index Terms— Convolutional codes, decoding complexity,
puncturing, Viterbi algorithm.

I. I NTRODUCTION

An error correcting code which provides a selective level of
protection to the information bits possesses a property called
unequal error protection (UEP) [1]–[3]. It thus embraces a
number of important applications that require different levels
of protection for their bits [4]–[6]. The convolutional codes
of rate R = k/n with UEP capabilities considered in the
literature [7]–[9] are represented by their conventional trellis
module, denoted byMconv. This module consists of one trellis
section with2ν initial states and2ν final states; each initial
state is connected by2k directed edges to final states, and each
edge is labeled withn bits. Punctured convolutional codes
(PCCs) [10], on the other hand, form a special class of(n, k)
convolutional codes that can be described by a low-complexity
trellis module. For rateR > 1/2, PCCs can be obtained by
puncturing a rate 1/2 periodically time-varying convolutional
code [11] calledmothercode. Amatet al. [12] have proposed
recursive(n, n−1) convolutional codes with excellent distance
spectrum and high decoding complexity, as noted by Tanget
al. [13].

In general, a trellis moduleM for an (n, k) convolutional
code C consists ofn′ trellis sections,2νt states at deptht,
2bt edges emanating from each state at deptht, and lt bits
labeling each edge from deptht to deptht + 1, for 0 ≤ t ≤
n′−1. The semi-infinite trellis used by the Viterbi algorithm to
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decodeC consists of a concatenation of infinitely many copies
of the trellis modulesM . McEliece and Lin [14] stated that
the computational effort required by the Viterbi algorithm to
decode a convolutional code is proportional to the total number
of edge symbols in the trellis module representing the code.
This is said to be thetrellis complexity of the moduleM for
the convolutional codeC, denoted byTC(M), and according
to [14] it is defined as

TC(M) =
1
k

n′−1∑
t=0

lt 2νt+bt (1)

symbols per bit. In particular,TC(Mconv) = (n/k) 2ν+k

symbols per bit.
Almost four decades after the inception of convolutional

codes by Elias [15], and when PCCs were about fifteen years
old, a theory of minimal trellis for convolutional codes was
developed by Sidorenko and Zyablov [16] and McEliece and
Lin [14]. Unique (up to isomorphism), the minimal trellis
module,M̃ , for the convolutional codeC minimizes, among
various complexity measures, the number of states at each
depth and the total number of branches [17]. For this minimal
structure, the state complexityνt and the branch complexity
bt at deptht will be denoted bỹνt and b̃t, respectively. The
minimal trellis modulefor the (n, k) convolutional codeC
consists ofn′ = n trellis sections,k of which has̃bt = 1 and
the remaining(n− k) trellis sections are informationless, i.e.,
a single edge leaves each state (b̃t = 0). There are2ν̃t states
at deptht, and lt = 1 bit per branch for allt. The state and
the branch complexity profiles of the “minimal” trellis module
are denoted bỹν = (ν̃0, . . . , ν̃n−1) and b̃ = (̃b0, . . . , b̃n−1),
respectively.

It has been shown in [14] that for many convolutional codes
the trellis complexityTC(M̃) of the “minimal” trellis module
is considerably smaller than the trellis complexityTC(Mconv)
of the conventional trellis module. Bearing in mind that the
minimal trellis module is inherent to the convolutional code,
not to a particular way of encoding or decoding it, we
henceforth refer toTC(M̃) as thetrellis complexity of the
convolutional codeC.

A study of equivalent convolutional codes recently pre-
sented by Tang at. al [13] reinforces the appropriateness of this
measure of complexity, as opposed to the memory size of the
encoder; the equivalence is in the sense that the minimal trellis
modules of equivalent codes are cyclic shift versions of one
another, this all codes have the sameTC(M̃), although they
have been generated by minimal encoders of distinct memory
sizes.
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In [18], the authors have found good convolutional codes by
introducing the class ofgeneralized punctured convolutional
codes (GPCCs). It was shown that the class of GPCCs is
sufficiently broad to contain good codes, e.g. it encompasses
the class of PCCs and the majority of codes found in [19].
Also, we can easily control the spanlength of each row of the
GPCC generator matrix, a property that allows us to search
for GPCCs with fixedTC(M̃).

In this work, we are interested in the behavior of the UEP
capability of convolutional codes under a “minimal” trellis
complexity measure. We then propose GPCCs and modify the
code search to endow these codes with UEP capability.

II. PRELIMINARIES

Consider a binary(n, k) convolutional code represented by
a trellis moduleM (or by a trellis constructed fromM ),
with k ≥ 2. At time instant t, exactly k information bits
xt = x0

t · · ·xk−1
t are absorbed by the encoder and the output

sequenceyt = y0
t · · · yn−1

t with n bits is generated.
Let S be the set of all paths in the trellis that diverge from

the all-zero path (leave the state 0), at a fixed time instantt, say
t = 0, and remerge into the all-zero path exactly once at some
time later. Each path inS constitutes an error event. Given a
pathσ in S, we denote bywH(σ) the Hamming weight of the
codeword corresponding to this path. Letxi = xi

0 xi
1 xi

2, · · ·
be a sequence of information symbols at theith position of
xt, for t = 0, 1, 2, · · · . The UEP capability of a convolutional
encoder is measured by the effective free distance vector [7],
[8] of lengthk (the number of possible UEP protection levels).

Definition 1: Let S(i) be a subset ofS formed by paths
induced by information sequences such thatxi is a non-zero
sequence. The effective free distance vector, denoted bydeff,
of a convolutional encoder with trellis moduleM is

deff = (d0, d1, · · · , dk−1) (2)

where theith effective free distancedi is

di = min
σ∈S(i)

wH(σ). (3)

Clearly, the free Hamming distance of the convolutional code,
namelydfree, is equal to the least entry of the vectordeff.
This vector depends on the mapping between the information
sequences and the codewords and, therefore, is related to
the encoder. An encoder is said to possess an equal error
protection (EEP) capability if all entries ofdeff are equal.

An (n, k) GPCC [18] is a periodically time-varying convo-
lutional code of periodn defined by the “matrix module” [14,
eq. (2.4)] (only the non-zero rows are shown)




g0
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1
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0




(4)

where gt
i are the binary generator scalars of the GPCC, for

the phase indext = 0, 1, . . . , n − 1 and for i = 0, 1, . . . , ν̂t,
with ν̂t being the memory order at phaset. Shown in (4) is
a phasep which carries no information (gp

0 = 0). There are
exactlyn−k such phases in the “matrix module” of a GPCC.
This, and some other restrictions, which apply toν̂t, must be
imposed in order for the convolutional code to be a GPCC.
For reasons explained in [18], these parameters are required
to satisfy the restrictions:

• gt
0 = 0 for all t ∈ J , andgt

0 = 1 for all t ∈ I\J , whereJ
is some subset of sizen−k of the setI = {0, 1, . . . , n−
1} and it represents the indexes of the informationless
phases (this is illustrated in (4) with phasep ∈ J).

• ν̂t+1 ≤ ν̂t + b̂t, for t = 0, 1, 2, . . . , n − 2, and ν̂0 ≤
ν̂n−1 + b̂n−1, where b̂t = 0 if t ∈ J , and b̂t = 1 if
t ∈ I\J .

This class of convolutional codes is broad enough to contain
good codes and yet has structural properties that facilitate the
code search; for instance, one can easily control the spanlength
of each row of the GPCC generator matrix, a property that
allows us to search for GPCCs with fixedTC(M̃).

III. C ODE SEARCH RESULTS

We conduct a refined code search within the class of GPCCs
to obtain good convolutional codes with the UEP property
for a prescribed “minimal” trellis complexityTC(M̃). Then
TC(M̃) is obtained from (1), withlt = 1 for all t. For a given
code rate andTC(M̃), we provide distinct configurations of
deff satisfying the UEP property. By placing the leading and
trailing “ones” of each row ofGscalar in specific positions,
while others are set free to assume any binary value, we can
define ensembles of GPCCs with generator matrix in trellis
oriented form [20, p. 343] with a particular trellis complexity.
Consider the template (only the non-zero rows are shown)




1 0 0 0
∗ ∗ 1 0
1 ∗ ∗ 1
0 1 ∗ ∗
0 0 1 ∗




(5)

for the matrix module of a (4,3) GPCC, where the nontriv-
ial binary entries are marked by asterisk. According to the
positions of the leading (underlined) and trailing (overlined)
1’s of each row of (5), the state and the branch complexity
profiles of the minimal trellis module arẽν = (2, 2, 3, 3) and
b̃ = (1, 1, 1, 0). Therefore, all GPCCs within this ensemble
have the same trellis complexityTC(M̃) = 13.33 symbol
per bit. The effective free distance vector of this code is
deff = (2, 3, 4), therefore presenting the UEP property. We
may vary in each row of (5) the entries between the underlined
and overlined 1’s (while these are kept fixed) and search
through this template for new GPCCs with the sameTC(M̃).
Now consider the best (4,3) GPCC in terms ofdfree for the
template in (5) withTC(M̃) = 13.33 symbols per bit. This
code hasdeff = (3, 3, 3). Similar results can be obtained for
different code rates and trellis complexities.
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In Tables I-III, a refined list of good GPCCs, and their
respective effective distancesdeff, is shown for different code
rates and different values ofTC(M̃). The codes are specified
by the polynomial generator matrixG(D), which is given
in octal form, where the highest power inD is in the most
significant bit of the representation (e.g. 6 ≡ D + D2). Note
that some of the codes in the tables are EEP codes, since
in our search procedure we did not restrict ourselves to UEP
codes. So, when an EEP code is listed in a table, it means
that no GPCC with the UEP property could be found for
that dfree and thatTC(M̃). From the analysis of the results
listed in the tables we can make some remarks. First, consider
the two codes withTC(M̃) = 10 symbols per bit listed in
Table I. The second code in the table is an EEP code with
deff = (3, 3), while the first one hasdeff = (2, 4). Therefore,
in going from the second code to the first code, the effective
free distanced0 is decreased whiled1 is improved. In other
words, the overalldfree had to be reduced in this case to
produce an UEP code with the sameTC(M̃). We can find
many of these examples in the tables. However, doubling the
“minimal” trellis complexity toTC(M̃) = 20 symbols per bit
in this case may either increase further the protection of the
second input bit or increase the overalldfree with an EEP
code.

Finally, it is important to mention thatdeff in this paper has
been obtained from the conventional, time-invariant trellis of
the convolutional codes. In [13], the authors showed that the
distance spectrum of the same convolutional code obtained
from different trellis representations agree only for the first
few terms, and may be slightly different for the other terms.
It is argued in [13] that a more accurate distance spectrum
of a convolutional code is obtained from its minimal trellis.
However, as already mentioned, to reduce the computational
effort in our code search we avoid the actual construction of
the minimal trellis.

IV. CONCLUSIONS

This paper has considered the problem of providing unequal
error protection to a binary data stream transmitted over a
noisy channel via a single error-correcting code with low
decoding complexity. For this purpose, we have proposed the
recently introduced class of generalized punctured convolu-
tional codes and we have taken McEliece and Lin’s decoding
complexity measure, namely, the number of symbols per infor-
mation bit in the “minimal” trellis module for the code. A code
search has been conducted and new good convolutional codes
endowed with unequal error protection have been tabulated for
a variety of code rates and “minimal” trellis complexities.
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[18] B. F. Ucĥoa-Filho, R. D. Souza, C. Pimentel, and M.-C. Lin, “Gener-
alized punctured convolutional codes,”IEEE Commun. Letters, vol. 9,
no. 12, pp. 1070-1072, Dec. 2005.

[19] H.-H. Tang and M.-C. Lin, “On(n, n − 1) convolutional codes with
low trellis complexity,”IEEE Trans. Commun., vol. 50, no. 1, pp. 37-47,
Jan. 2002.

[20] S. Lin and D. J. Costello, Jr.,Error Control Coding, Prentice Hall, 2nd
edition, 2004.
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TABLE I

GOOD CONVOLUTIONAL CODES OF RATE2/3 AND THEIR EFFECTIVE FREE DISTANCES.

TC(M̃) dfree deff b̃ ν̃ G(D)

10
2 2,4 (1,0,1) (2,2,2) [1 1 3; 2 0 1]
3 3,3 (1,1,0) (2,2,2) [3 1 0; 0 3 1]

20
2 2,5 (1,1,0) (3,3,3) [1 2 0; 4 3 3]
4 4,4 (1,1,0) (3,3,3) [3 2 1; 4 3 2]

32
2 2,6 (1,1,0) (3,4,4) [1 0 2; 6 7 1]
4 4,5 (1,1,0) (3,4,4) [1 2 3; 4 5 3]

40
4 4,6 (1,1,0) (4,4,4) [5 1 2; 2 7 3]
5 5,5 (1,1,0) (4,4,4) [7 3 2; 4 7 1]

TABLE II

GOOD CONVOLUTIONAL CODES OF RATE3/4 AND THEIR EFFECTIVE FREE DISTANCES.

TC(M̃) dfree deff b̃ ν̃ G(D)

9.33
2 2,2,4 (1,1,1,0) (2,2,2,2) [1 0 1 0; 2 1 0 0; 2 2 1 1]
2 2,3,3 (1,1,1,0) (2,2,2,2) [1 0 1 0; 2 1 1 0; 0 2 1 1]

13.33
2 2,3,4 (1,1,1,0) (2,2,3,3) [1 1 0 1; 2 1 0 0; 0 2 3 1]
3 3,3,3 (1,1,1,0) (2,2,3,3) [1 1 0 1; 2 1 1 0; 0 0 3 1]

37.33
2 2,4,5 (1,1,1,0) (4,4,4,4) [1 3 0 1; 0 1 2 0; 4 0 3 3]
3 3,3,5 (1,1,1,0) (4,4,4,4) [3 3 1 0; 0 1 3 0; 4 2 3 3]
4 4,4,4 (1,1,1,0) (4,4,4,4) [1 3 1 0; 0 3 2 1; 6 2 1 3]

42.67
2 2,5,5 (1,1,1,0) (4,4,4,5) [1 2 0 0; 0 3 2 3; 6 0 3 1]
4 4,4,5 (1,1,1,0) (4,4,4,5) [3 2 0 1; 0 3 3 2; 4 0 1 3]

TABLE III

GOOD CONVOLUTIONAL CODES OF RATE4/5 AND THEIR EFFECTIVE FREE DISTANCES.

TC(M̃) dfree deff b̃ ν̃ G(D)

14
2 2,3,3,3 (1,1,1,1,0) (2,2,3,3,3) [1 0 0 1 0; 0 1 0 1 1; 2 0 1 0 1; 0 2 2 1 1]
2 2,2,2,4 (1,1,1,1,0) (2,2,3,3,3) [1 0 0 1 0; 0 1 0 0 1; 2 0 1 0 0; 2 2 2 1 1]

18
2 2,2,4,4 (1,1,1,1,0) (3,3,3,3,3) [1 0 0 1 0; 2 1 0 1 1; 0 2 1 0 0; 0 2 2 1 1]
3 3,3,3,3 (1,1,1,1,0) (3,3,3,3,3) [1 0 1 1 0; 2 1 0 0 1; 2 2 1 0 0; 0 0 2 1 1]

24
2 2,4,4,4 (1,1,1,1,0) (3,3,3,4,4) [1 1 1 0 1; 2 1 0 0 0; 0 2 1 1 1; 0 0 2 3 1]
3 3,3,3,4 (1,1,1,1,0) (3,3,3,4,4) [1 1 1 0 1; 2 1 0 1 0; 2 2 1 1 0; 2 0 2 3 1]

56
2 2,2,2,5 (1,1,1,1,0) (4,4,5,5,5) [3 0 1 1 0; 0 3 3 1 1; 2 0 3 2 1; 0 0 2 3 3]
4 4,4,4,4 (1,1,1,1,0) (4,4,5,5,5) [3 1 0 1 0; 0 3 2 0 1; 0 0 3 2 1; 2 2 0 3 3]


