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approach [3], the outputs were combined with noifieam

Abstract—This paper investigates the inclusion of dynamic weights calculated by the total energy of each pass

features in the input vectors used by the multipleclassification
scheme which employ the null space to combine thikélihoods.

Speaker identification experiments were performed ensidering

four ambient noise and also different mismatched calitions.

The results show that this strategy can contributed increase the
recognition accuracy.
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I. INTRODUCTION

The speaker recognition systems are widely emglaye
many situations nowadays. They can be used in cam

investigations, security systems and other apjdicat
However, in most cases, the performance of thegration is
severely affected by environmental noises that aféen be
present in the speech signals. It has been shojad][that
strategies employing the sub-band processing ofsitpeal
contributes to overcome the effect of the noise.tHase
techniques, the main goal is to better use thoselgzss
signals which are more important for the recognitidhe
multiple sub-band classifier systems explore tlugaatage
that the sub-band decomposition can provide.

Interesting improvements in the recognition a&acy

have been achieved by using combination strategfes

classifiers outputs [3], [4]; and, in some situaipby using
multicondition training in the sub-band domain [SThe

combination technique is used to favor those sulmba

outputs which are more related to the speaker rétonq.

This is because the noise contribution, and the titlgen

information [6] are nonlinear distributed [7] amoribe

bandpass signals provided by the decomposition. Eig

shows a speaker recognition system using multiptelbsnd

classifiers. As can be seen, the speech signadsndposed
into n sub-bands. The feature extraction is performedaghe

bandpass signal and used as input for a classifthiat band.
Each classifier, in the training phase, genera@g®hbabilistic
sub-band model of a speaker. During the testinggligig. 1
(b)), the sub-band features are compared with titebsind
speaker model. The likelihood resulted of this conspa is
joined to the other ones in a combination schemigichw
produces the joint response for a modeled speaker.

The literature presents some classifiers’
combination strategies. In a first approach [1¢, thassifiers’
output were combined by the sum of these outpantanbther

training signal. The same weights are used for every
recognition test. The employment of non-uniform wasg
can better represent the nonlinear distributiorthef identity
information. This combination rule provides low
computational cost and spend small memory spaceeker

the improvements in performance are small for tegth
white noise. Better results were obtained for tlasec of
colored noise (i.e. non-white). Another strateglyddnsisted

in obtain a collection of weights provided by theallrspace
calculated from the total energy of each bandpessitg
signal. The main advantage is that the weights can b
changed during the tests. Improvements were olutafoe
colored and white noises. According to the proposal
presented in [5], the use of the null space [8] lwioietion
rule together with multicondition training with whi noise

incompensates the effect of the noises. The improviesmesre

obtained only when the test signals were corruptedar and
white noises. It is necessary to better chooseyhe of noise
used to train the recognition system in order tprowe the
performance of the method for other types of noises
However, this is very difficult since there are mappes of
noises with a large variety of behavior in frequenc

This work examines the inclusion of dynamic feasuin
the input MFCC (Mel Frequency Cepstral Coefficigrg]
feature vectors of the sub-band GMM (Gaussian Méxtu
Model) [10] classifiers, in order to observe howe th
performance of the recognition system using the spéce
can be improved. Several experimental results of- te
independent speaker identification [11] using @daspeech
material and different types of environmental nsisme
shown in order to demonstrate the performance &f th
recognition techniques.

The rest of the paper is organized as followstiGedl
describes the MFCC features used in this papetioBeli
describes the dynamic features (delta and deltajdel
Section IV presents the GMM classifier. Seattid
describes the combination scheme that employs thile n
space. The experiments, results and discussiorgesented
in Section VI. Section VII concludes the paper.

outputs



The 7" International Telecommunications Symposium (ITS 3010

Training speech signal

Sub-band decomposition

imposed on the spectrum. Finally, DCT (Discrete iG®s
Transform) is taken on the log filter bank energies.

Sbl Sh2 Sbn Ill. DYNAMIC FEATURES
/B_andpass Bandpass Bandpass \
signal 1 ¥signal 2 signal n .
Feature Feature Feature The delta and delta-delta features, also knownyaardic
extraction extraction memmmmEr extraction features [10], Complement the instantaneous oricstat
information obtained by the MFCC. The delta-MFCCtliea
vector represents the time derivative of the MF@&tdres.
The dynamic features represent spectral changedimerin
addition, these features can remove time-invarspectral
information. It can be expressed by
Model 1 Model 2 Model n . . .
ARIT=F kemli]-f eemli], (2)
@
were {[i] denotes thdath feature in thékth time frameM is
typically 2-3 frames, andf,[i] is the delta parameter of the
Testing speech signal ith feature. The delta-delta feature can be obtamedhe
delta feature using the same principle. In the erpmnts
presented in this paper, the dynamic features gragl@re
Sub-band decomposition the delta and the delta-delta obtained from the MIFC
Sh1 Sh2 Sbn features, with the purpose of removing the locaheti
/Bandpass Bandpass Bandpass \ invariant information of noise signals.
signal 1 wysignal 2 signal n
Feature Feature ennnnns Feature
extraction extraction extraction |V GAUSSlAN MIXTURE MODEL
The GMM algorithm [10] models a distribution by
Model1l Model2 Modeln mixture (weighted sum) of M Gaussian probabilitynsiées.
_Voutput1 Output 2 outputn§ This mixture can be expressed as,

e
To the combination scheme

M
pOXP= D ph(X) )
i=1

(b)

Figure 1. Speaker recognition system using multiple
classifiers in the sub-band domain: (a) Traininghdain the

n sub-band Models of a speaker; (b) testingrtteib-band
Models of a speaker to obtain the combined response

where pare the weights, represents the mixture mod&,is

a random vector of dimension D, and the;(k) are the
density components of the form

bi( X )=(L/(20)°25 [“Hexp{-(L2)( X -y ZHX- [}, (4)
II. MEL FREQUENCYCEPSTRALCOEFFICIENTS

whereX; is the covariance matri¥l; is the mean vector, and

The MFCC are static features extracted by arfittank
which models human perception of the frequency eranof
sounds [9]. This perception follows a subjectivebficed
nonlinear scale called the “mel” scale, defined as,

( ;(—ﬁi)’ is the transpose of;(—ﬁi). The parameters of the

mixture of densities (mean vectors, covariance icegr and
weights), that represent the model, are estimatrdtively
by the expectation-maximization (EM) algorithm [1R].the
test phase of the model, a likelihood is obtained b
introducing the testing input feature vector int@ tmixture
density function (3) using the set of model pararetThe
resulting log-likelihood for an utterance can beaioted by
where f is the actual frequency in Hz. The featwas be the sum of the logarithm of the likelihoods cal_d:t_alhusing
calculated as follows: first the DFT (Discrete Heur €ach testing feature vector. In the decision of the
Transform) is applied to a frame of speech. Neiangular dentification scheme, this can be applied as

filter banks, that are linearly spaced in the medle, are

fme=2595l0go(1+f / 700) 1)
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T

R max -
$= D log pX ko
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where S is the number of speakers and T is the nuotbe

feature vectors.

V. RECOGNITIONUSING THE NULL SPACE

The linear algebra states that the null spacanah by n
matrix A is a vector space formed by all the solusi of the

applications. The clean signals from sessions 1n@ 3
without silence, were used [15] to train the GMMsdifiers
with 90 seconds of speech. The signals from the irénga
two sessions, composed by four segments of 15 deqdor
every speaker and without silence), were corruptedoises
at 10 dB and 15 dB of SNR and used for test. Initiach
recognition with four segments of 5 seconds wasopaed
in order to show the behavior of the schemes. & used 20
MFCC parameters (with their 20 delta and/or dedtad
features appended, when dynamic features are medjud
extracted in frames of 20 ms of speech signals Hiag
windowed and overlapping by 50%). The techniques

homogeneous system, Ax=0, where x represents nthepresented in [1],[4] and the scheme with dynamitifees

dimensional solution vector [8]. The computationaobasis
for the null space is an operation which providesea of
linearly independent solutions that is closed unagdition
and scalar multiplication. This means that the sutitmaof
these vectors or any multiple of them is also atswh for
Ax=0. The main idea of this scheme is to use tha &tergy
of each bandpass training signal, as the colummeiés of
A. Hence, A is defined from important speaker infation in
different sub-bands. Note that, in this case, Ai§ byn

used four sub-bands (Sbs) produced by mel-spatemder
Butterworth filters. The GMM classifiers used 32 gsians
(M=32 probability densities) to obtain the speakedel.
The experimental results expressed in terms aigrton
rate are presented in Tables | to IV. This measugéven by
RR (%) = (number of correct identification / numlodrtests)
x 100 %. The identification performance obtainedusjng
only one GMM (without sub-band decomposition) is4386
for test in 15s of speech without noises. This perémce

matrix, wheren is the number of sub-bands. Therefore, evergeverely drops in speech corrupted by environmerdies.
column of A represents a speaker sub-band energg. Tim the Tables | to IV, the multiple sub-band classif
computation of a basis for the null space of A jiles a set approach which the combination technique consists
of n-1 solution vectors {x ..., X,..} which retain the speaker summing the outputs is represented as Sum [1]ptieethat
dependent information. These vectors providé ways to employs the null space is represented as Null spiceand

represent the speaker dependent
redundancies, since these solutions are lineadgpgandent.
The elements of the solution vectors are used aghgsio be
applied to the sub-band classifiers outputs, aatetito the
modeled speaker. During the test of a speaker,thal
reference vectors related to that speaker aredt@sterder to
find which of them better contributes for the recitign task.
The one which provides the highest likelihood isseo

VI. EXPERIMENTAL RESULTS

This section presents experimental
independent speaker identification obtained in otdeshow
the behavior of the scheme using the dynamic feafwhen
compared to the other methods. In this experintbatspeech
signals were corrupted by colored noises (FactoBahble
and Volvo) from the NOISEX-92 database [13] and biyite/
Gaussian noise generated by a Matlab tool. It veesl W19
speakers (male) and their corresponding clean bpsignals
(sampled at 8 kHz) obtained from sessions 1 to 3hef
KING database [14]. The experiments of this artislere
conducted using a subset of this speech databdumeh v8 a
collection of conversational speech from male speakFor
each speaker there are 10 conversations recordéty di0

separate sessions. The speech from a session weally Ioé3

recorded from a high-quality microphone and wassmnaitted
over a long distance telephone link, providing ghhguality
(clean) version and a telephone quality versiothefspeech.
The experiments presented in this paper, use oelyclgan
version of this database. The sub-band classifieseih to
perform the experiments is the GMM since it is avedul

statistical tool extensively used for many speakepgnition

results of te

information  withotite proposed, which uses the null space and thandgn

features, is represented lsspace and Delta, N. space and
Delta-delta (when delta or delta-delta are appended in the
MFCC feature vector) and. s. and Delta, Delta-delta (when
both delta and delta-delta are appended in the $4REC
feature vector). Table | presents the recognitide far tests
using utterances of 15 seconds in 15 dB of SNR.

TABLE I. RR(%)IN 155 AND WITH NOISES IN15DB OFSNR

Factoryl Babble Volvo White
Sum (4Sbs) [1] 66.33 72.45 67.86 30.1(
Null space (4Sbs)] 75.51 81.12 76.53 40.82
[4]
N. space and 75.00 80.61 78.06 39.29
Delta (4Sbs)
N. space and 74.49 80.57 79.08 37.76
Delta-delta(4Sbs
N. s. and Delta, 78.06 83.16 78.06 40.82
Delta-delta (4Sbs
1GMM 70.41 76.35 73.47 27.51

The best result of 78.06% is obtained for thd space
scheme with dynamic features, when the test spegch
corrupted by Factory noise. When the test speectrisipted
y Babble noise, the highest performance of 83.16%Iso
obtained for the null space scheme with dynamidufes.
For the Volvo noise, the best result of 79.08%htamed for
the proposed scheme with delta-delta featuresliifier the
case of white noise, the highest result of 40.82%htained
for the null space techniques with and without dyita
features.
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Table 1l presents the recognition rate for testig 5
seconds of speech in 15 dB of SNR.

TABLE Il. RR(%)IN 5S AND WITH NOISES IN15DB OF SNR

Factoryl Babble Volvo White
Sum (4Sbs) [1] 52.55 59.69 57.65 26.02
Null space (4Shs) 60.71 68.37 65.31 35.71
[4]
N. space and 64.80 68.35 64.29 36.73
Delta (4Sbs)
N. space and 65.31 66.84 62.76 32.65
Delta-delta(4Shs
N.s. and Delta,|| 65.31 69.90 66.33 33.67
Delta-delta
(4Sbs)
1GMM 63.78 65.19 62.22 26.53

From this Table, It can be seen that the higressilt of
65.31% is obtained for the proposed schemes usingniic
features, when the test speech is corrupted byRanbise.
When the test speech is corrupted by Babble ndlse,
highest performance of 69.90% is also obtainedternull
space scheme with dynamic features. For the Vobisenthe
best result of 66.33% is again obtained for thd sphce
scheme with dynamic features. Finally, for the calsehite
noise, the highest result of 36.73% is obtained ttoe
proposed technique using the delta features.

Table IIl presents the recognition rate for tasting 15
seconds of speech in 10 dB of SNR.

TABLE Ill. RR(%)IN 155 AND WITH NOISES IN1IODB OFSNR

Factoryl Babble Volvo White
Sum (4Sbs) [1] 34.69 69.39 43.89 17.34
Null space (4Sbs)j 48.98 80.10 58.16 25.51
[4]
N. space and 51.53 80.14 59.18 26.50
Delta (4Sbs)
N. space and 57.14 80.10 66.33 24.49
Delta-delta(4Sbs
N. s. and Delta, 55.61 80.10 68.88 25.00
Delta-delta (4Sbs
1GMM 34.18 63.27 33.67 10.20

In this Table the highest recognition rate of18% is
obtained for the proposed scheme using delta-diedtures,
when the test speech is corrupted by Factory nden the

TABLE IV. RR(%)IN 5S AND WITH NOISES IN10DB OF SNR

Factoryl|l Babble Volvo White
Sum (4Sbs) [1] 33.80 47.45 41.02 17.23
Null space (4Sbs)| 40.51 57.14 58.03 22.45
[4]
N. space and Delt§ 42.06 57.16 57.14 22.96
(4Sbs)
N. space and Deltg- 52.04 59.69 57.10 21.94
delta(4Sbs)
N. s. and Delta, 53.06 59.18 58.16 22.45
Delta-delta (4Shs
1GMM 33.76 55.24 33.06 9.69

Table IV shows that the highest result of 53.06%
obtained for the proposed scheme using dynamiarest
when the test speech is corrupted by Factory nden the
test speech is corrupted by Babble noise, the htghe
performance of 59.69% is obtained for the propcsgtme
using delta-delta features. For the Volvo noise,lBst result
of 58.16% is also obtained for the null space s&hevith
dynamic features. Finally, for the case of whitdsap the
highest result of 22.96% is obtained for the pregos
technigue using the delta features.

Tables | to IV showed that for all cases the pezu
techniqgue which uses the dynamic features achidghies
highest performance. Particularly for 15dB, the tbes
performance in most cases is obtained when botla deld
delta-delta are presented in the same feature vétbovever,
it's not true for 10dB.

Note that in some evaluations the dynamic fegtdo not
improve the recognition, as for example in [16],7][1
However, when the test speech signal is less efietly
noise, the inclusion of several dynamic featuresx ca
contribute to increase the performance of the systae to
the additional dynamic information. In clean enwimzent the
delta and delta-delta features are usually morejute for
text-dependent speaker identification and for agilbns that
require the reduction of channel mismatch [10]. &bwer it
can be seen that when the test speech is verytedfdry
noise (SNR=10dB), the contribution due to the MFCC
becomes very small. However, the contribution duehie
inclusion of dynamic features tends to increase
performance of the recognition. The noise penalmere the
contribution of the MFCC feature (which is not reburather
than that of the dynamic features.

The results provided by the recognition systerthovit

the

test speech is corrupted by Babble noise, the bighgub-bands are expressed in the row of the 1 GMMaard

performance of 80.14% is obtained for the propcasgteme
using delta features. For the Volvo noise, the bbestilt of
68.88% is obtained for the proposed scheme witta deid
delta-delta features. Finally, for the case of whibise, the
highest result of 26.50% is obtained for the pregos
technique using the delta features.

Table IV presents the recognition rate for testsg
seconds of speech in 10 dB of SNR.

5

used only for a reference.

VIl. CONCLUSIONS

This paper proposed the inclusion of dynamic fesstu
(delta and delta-delta) in the input vectors of shub-band
classifiers, in order to observe how the perforreant the
recognition techniques using the null space camipeoved
in text-independent speaker recognition in  noisy
environments. We have performed experiments with th
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dynamic features extracted in sub-bands of frequapeplied [17] L. Liu, J. He and G. Palm, “Signal modeling for speadentification,”
to the multiple sub-band classifier system whicasuie null ey gggrf]-t;”M‘fyogggg? Speech and Signatessing, vol. 2, pp.
space. The results obtained show that the inclugibn
dynamic features is capable to increase the pediocm of
the recognition.
Several experimental results of text-independgpetaker
identification using a large speech material anffedint
types of environmental noises have been presentedier to
demonstrate the performance of the recognitioresyst
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