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Abstract— This paper outlines a low-cost technique for
detection/demodulation of high-order squareM -ary quadrature
amplitude modulation(M -QAM), M = 4, 16, 64, 256, 1024, and
4096, in afield programmable gate array(FPGA) device. Hence,
it is very interesting for advancing high-speed power line
communication technology. The proposed technique is based
on a so-called heuristic decision region approach combined
with a nonlinear function that allows to simplify the hardware
implementation of detection and demodulation for a high-order
square M -QAM symbols. The performance evaluation of the
proposed technique is carried out when the channel isadditive
white Gaussian noise(AWGN) and additive impulsive Gaussian
noise(AIGN). The attained results, in terms of bit error rate vs.
energy per bit to noise power spectral density ratio (Eb/N0),
indicate that the use of the proposed technique offers reduced
performance losses. Also, its implementation in a FPGA device
demands the lowest hardware resource and latency.

I. I NTRODUCTION

Currently, the development of spectral efficientpower line
communication(PLC) systems for broadband application in
low- and medium-voltage electric power grids demands the
use of high-order digital modulation techniques, likeM -
aryquadrature amplitude modulation(M -QAM), capable of
transmitting a high amount of bits per symbol. Consequently,
the process of detection in the demodulator, which represents
a computational cost, must be carefully considered to design
such systems.

Although themaximum likelihood(ML) criterion is an op-
timum detection technique foradditive white Gaussian noise
(AWGN) channels presenting messages of equal probability,
this technique requires large computational requirements
to calculate the Euclidean distance between the received
symbol and all other points of the QAM constellation [1].

One of the main challenges in modern digital commu-
nication systems is to reduce the computational complex-
ity. In this regard, this paper outlines a low-cost detec-
tion/demodulation technique for high-order squareM -QAM
constellations.

The proposed technique is based on the so-calledheuristic
decision region(HDR) approach that allows a considerable

reduction of hardware resource in a FPGA device [2]. Ad-
ditionally, it makes use of non-linear function that simplify
the implementation of HDR approach with finite-precision
(i.e., unsigned fixed-point).

The performance of the proposed technique is analyzed
when the signal is corrupted by the presence of background
AWGN andadditive impulsive Gaussian noise(AIGN) [3].
The numerical results indicate that reduced performance
losses are noted forM -QAM, M = 4, 16, 64, 256, 1024, and
4096. The FPGA implementation of the proposed technique
is accomplished withhardware description language(HDL).
The analysis of hardware resource demand reveals that the
proposed technique is the one with the lowest hardware
resource demand and latency.

This paper is organized as follows. In Section II, the
problem formulation is arisen. HDR approach is shown
in Section III. Section IV provides a description of the
proposed detection strategies for high-orderM -QAM used
in the FPGA implementation. The simulation results and the
computational burden analysis for FPGA-based implemen-
tation of the proposed strategies are shown in Section V, and
finally, Section VI presents the conclusions of this paper.

II. PROBLEM FORMULATION

A modulation and demodulation scheme for digital com-
munication can be depicted in Fig. 1. In this figure, func-
tions f(.) and g(.) implement the modulation and detec-
tion/demodulation techniques, respectively. Also, the chan-
nel output, which is corrupted by additive noise, can be
expressed by

y = xi + v, (1)

wherey is the channel output vector;xi, i = 0, 1, ..., M −
1, is the i-th constellation point associated with the binary
messagemi, which lenght islog2(M), andv is the additive
noise vector.

For this contribution, we assume thatxi can be a point
in a squareM -QAM constellation, such thatM = 2n,
n = 0, 2, 4, 6, 8, 10, 12. Additionally, a Gray code similar
to the one employed in IEEE 802.16 standard [4] is con-
sidered. Fig. 2 presents the Gray-mapped constellation for
16-QAM, in which the least significant bit isb0 and the
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Fig. 1: System model.

most significant bit isb3. The remaining constellations can
be generated using the same rule.

Fig. 2: 16-QAM constellation map [4].

In the system model,g(.) = [f(.)]−1 if v = 0. However,
if v is a random variable, the channel is AWGN,E{xi} = 0,
xi is i.i.d. (independent and identically distributed), then, the
detector which provides an optimal solution in the ML sense
is expressed by

m̂i ⇒ mi if ‖y − xi‖2 ≤ ‖y − xj‖2
, ∀ i, j = 0, 1, ..., M − 1,

(2)
The ML detector for AWGN channels has an intuitive

physical interpretation, in which the decision̂mi corre-
sponds to the symbolxi which is the nearest one to the out-
put of the channel vector, in terms of Euclidean distance. If
the constellation size is small, the evaluation of (2) presents
very low computational complexity. The same cannot be said
when the constellation size is huge, e.g., a new generation
of PLC modem will make use of215-QAM constellation
size [5]. As a result, the low-cost implementation of high-
order QAM modulation/demodulation needs to be addressed
in order to make the high-speed PLC modem commercially
feasible.

Usually, modulation and demodulation techniques reduce
to mapping and detection/de-mapping procedures, respec-
tively. Then, the introduction of a low-cost detection tech-
nique that works together with the demodulation is a timely
and important issue to be considered. In this context, the
following questions can arise:

i) How to implement the detection technique in (2) with
low-computational complexity in a FPGA device?

ii) What kind of performance losses can be noted if the
low-cost implementation of (2) in a FPGA device is applied

to demodulateM -QAM symbols corrupted by AWGN or
AIGN?

The analysis of AIGN is part of the question (ii) because
the additive noise in the PLC channel can be modeled as
[6]

v = vbkgr + vnb + vpa + vps + vimp, (3)

in which vbkgr is the background noise,vnb is a narrow
band noise,vpa is a periodical impulsive noise asynchronous
to the fundamental component of power system,vps is a
periodic impulsive noise synchronous to the fundamental
component of power system, and, finally,vimp is an asyn-
chronous impulsive noise, which is the hardest one due to
its unpredictability and high power.

In this contribution, is assumed that

v = vbkgr + vps + vimp, (4)

becausevnb can be mitigated andvpa + vps can be consid-
ered as one component. In this model, for AIGN, we assume
that vbkgr ∼ N (0, σ2), a random variable with Gaussian
distribution and mean equal to 0 and varianceσ2, represents
the colored background noise;vps ∼ N (0, K1σ

2) denotes a
periodic component with arriving intervaltarr,ps = (1/2f0)
s, in which f0 is the power frequency of electric system,
and time duration oftw,ps = 100 µs located in(n/2)f0,
n = 0, 1, 2, ... And alsovimp ∼ N (0, K2σ

2) represents an
impulsive component with interarrival timetarr,imp mod-
eled as an exponential random variable with mean equal
to 100 ms and time lasting oftw,imp = 100 µs. The
constantsK1 and K2 are specified in order to generate
noises with different levels of severity. This model is capable
of representing PLC scenarios with high severity once the
impulsive noise is modeled as white and Gaussian, what
make it possible to emulate the worst case scenario. In all
the simulation results shown in this work,K1 = K2 = 20
dB.

Section III details an efficient and low-cost implementa-
tion of (2) in a FPGA device that try to offer directions
to answer the first posed question. Directions to answer the
second question are presented in Section V.

III. H EURISTIC DECISION REGIONS

According to the theory, the decision region using a ML
detector for each messagemi, i = 0, 1, 2, ..., M − 1, for a
squareM -QAM modulator is defined by

Di
∆
=

{

y|py|x (y|i) ≥ py|x (y|j) , ∀j 6= i
}

, (5)

wherepy|x (y|i) is the conditional density probability of the
channel. The decision rule is provided by (2) and demands
a huge computational complexity for high-orderM -QAM
constellations. Another decision region is defined as follows:

Definition: A heuristic decision region(HDR) for the
detection of each messagemi, i = 0, 1, 2, ..., M − 1 for
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a squareM -QAM modulation is defined by

Di,j
∆
=
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i,j if i, j < 0
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, (6)

where
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(7)

ℜ(.) and ℑ(.) denote real and imaginary components of
y, respectively;d is the minimum distance in accord with
the theory for digital communications. Fig. 3 illustrates the
decision regions provided by (6) for 16-QAM constellation.

Fig. 3: Heuristic decision regions for 16-QAM.

Despite of the complexity related to its formulation, the
HDR approach has a tremendous impact on the implemen-
tation of M -QAM in a FPGA device. Essentially, sum,
subtraction and multiplication procedures are exchanged by

comparison operations that demand lower hardware com-
plexity to be accomplished than the former operations.

Additionally, variations of the HDR can be devised by
taking into account the ML detector. For instance, a mixed
ML + HDR detector can be designed if2d replaced and
the ML criterion is applied in each four-point constellation
defined by the HDR.

In the hardware description, for a FPGA implementation
of HDR, the detector is defined by comparators that eval-
uates the input vector in order to assign it to one of the
predetermined detection regions, then each detected pointis
associated with an output through alook-up table(LUT).
The detection and demodulation functions can be combined
into a single block, since it is possible to merge their
functionalities on a single LUT and minimize resource.

Even for this same detection technique, it can be found
different ways to implement it, which require different
amounts of hardware resources. Thus, it was implemented
the HDR technique using state machines in order to take
advantage of procedures found in modern synthesis tools
for this kind of hardware description for FPGA device.
Coding thehardware description language(HDL) properly,
ensuring that modern synthesis toll recognizes a piece of
code as a state machine, allows the tool to recode the
state variables to improve the quality of results, and allows
the tool to use the known properties of state machines to
optimize other parts of the design. When synthesis recognize
a state machine, it is often able to improve the design area
and performance [7].

State machines offer an interesting and powerful alterna-
tive to implement HDR approach. Since the region scanning
is implemented sequentially, each quadrant checking can
be defined as a different state. Fig. 4 illustrates the state
diagram of the in-phase (I) and quadrature (Q) components
implemented for detecting 16-QAM. In this figure, the
distanced between consecutive points is properly chosen
to being equal to 2, the states are represented by circles
and the transitions between states represent the symbol
detection. For instance, if a received symbol has a quadrature
component bigger than unity, it will change for thex > 0
state.

Fig. 4: State machine for 16-QAM detection.
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The system starts in an idle state and waits for a valid data.
Once the input is valid, the machine changes the current state
according to the input value until get one of the four last
states. Each one of that states generates a different output
value and put the machine back to the idle state in order to
perform a new iteration.

IV. T HE PROPOSEDTECHNIQUE

The proposed modulation and demodulation/detection
technique forM -QAM modulation is drawn in Fig. 5.

+

mi
f(.)

v

g(.)
xi y yq m̂i

F(.)

Fig. 5: System model for the proposed technique forM -
QAM detection/demodulation.

In this proposed technique, the blockF(.) perform clip-
ping, offset and quantization operation; and the blockg(.)
implement the HDR approach to detectM -QAM symbols.

The clipping operation is applied to restricty into one
of the square tile defined by the HDR approach. The
offset/translation operation have to be considered because,
in this context, it is more efficient to work with unsigned
integer numbers than signed ones, since it can be reduced
one bit. The quantization of real and imaginary components
of y allows the FPGA to reduce the computational complex-
ity during the detection process. In fact, the comparators for
HDR implementation in a FPGA device will work with the
number of bits used in the quantization process. The output
of F(.) block is expressed by

yd = F(ℜ(y), ∆s, Kq) + jF(ℑ(y), ∆s, Kq), (8)

where∆s denotes the step-size for amplitude quantization,
Kq the value for offset/translation, andF(.) is the function
that implements the clipping, offset and quantization oper-
ations.

We assume that

Kq =
2N − 1

2
, (9)

in which N is the number of bits applied to quantizeℜ(y)
or ℑ(y). Also, the step-size is given by

∆s =

(√
M − 1

)

2N − 1
d, (10)

whered is the minimum distance (in one direction) between
two closest points of theM -QAM constellation and it is
expressed by

d =

√

6Ex

M − 1
, (11)

in which Ex is theM -QAM symbol energy.

Now F(z, ∆s, Kq) can be expressed by

F (z, ∆s, Kq) =
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(12)
where ⌊.⌋ is the floor function and it returns the greatest
integer smaller than or equal to the input value andz, z ∈ R,
is an input variable.

In the implemented system, the signal entering the re-
ceiver is set with 32-bit floating point, in order to represent
data with infinite precision. The detector receives the data
with 32-bit fixed-point and unsigned integer defined by the
process of quantization.

V. NUMERICAL RESULTS

To carry out simulations to verify the performance of the
proposed technique, the parameter energy per bit to power
spectral density ratio (Eb/N0), showed in the following
figures, represents the ratio between the energy of the trans-
mitted bit and the PSD of the background noise,vbkgr , for
AWGN or AIGN assumptions;Eb = 0 dB andN0=σ2

bkgr .
Eb/N0 values range from 0 dB to the point where BER
(bit error rate) reached the value of10−6. The 2n-QAM,
n = 2, 4, 6, 8, 10, constellations are taken into account. For
each point in the BER× Eb/N0, it is established a value
of at least 150 errors to stop the simulation. Table I lists
different configurations of the proposed techniques that will
be analyzed in this section.

TABLE I: The description of the proposed detection tech-
niques forM -QAM symbols.

Technique Technique Description
HDR HDR detection
ML ML detection

HDR/4-ML HDR detection followed by
ML detection in 4-point regions.

HDR/16-ML HDR detection followed by
ML detection in 16-point regions.

HDR/64-ML HDR detection followed by
ML detection in 64-point regions.

HDR/256-ML HDR detection followed by
ML detection in 256-point regions.

HDR/1024-ML HDR detection followed by
ML detection in 1024-point regions.

The performance comparison among these configurations
of the proposed technique and the traditional ML criterion
based detector are illustrated in Figs. [6-11], in which the
performance of the system in the presence of AWGN is
always better than the performance of the system in the
presence of AIGN. For the sake of comparison, in these
figures, it is included the theoretical curves obtained for
M -QAM when the channel is AWGN. Based on these
simulation results, one can note that reduced performance
losses are incurred by the proposed techniques if the channel
is AWGN or AIGN. The largest performance losses in com-
parison with the theoretical curve for AWGN is presented
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in Tab. II. In terms of hardware implementations, it can
be concluded that none of configurations of the proposed
technique yields results that undermine the communication
system performance.

TABLE II: Performance losses due to the use of the pro-
posed detection strategies for the implementation ofM -
QAM. The losses are related to the theoretical curves for
AWGN.

Modulation Largest Variation Detection Technique
4-QAM 0.03 dB HDR
16-QAM 0.03 dB HDR and HDR/4-ML
64-QAM 0.08 dB HDR
256-QAM 0.15 dB HDR
1024-QAM 0.03 dB HDR/256-ML
4096-QAM 0.11 dB HDR/4-ML

Table III presents a comparison of the number oflogic
cells(LC) and DSP blocks (DSP), memory used (Mem.), the
maximum restricted frequency (Fmax) of operation and the
system latency for 16-QAM implementation. The collected
data were considered in the worst case on a Altera Stratix
III EP3SL150F1152C2 FPGA device [8].

TABLE III: Attained results with the implementation of
the proposed strategies for 16-QAM detection in the Altera
Stratix III EP3SL150F1152C2 device.

Technique LC DSP Mem. Fmax Latency
HDR 56 0 0 500 MHz 1 clock cycle

State Machine 64 0 0 500 MHz 3 clock cycles
ML 409 32 0 226.35 MHz 4 clock cycles

HDR/4-ML 331 64 0 204.04 MHz 4 clock cycles
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Fig. 6: Performance comparison for the proposed models -
4-QAM constellation.

Based on the values presented in Table III, it can be
noted that HDR configurations of the proposed technique
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Fig. 7: Performance comparison for the proposed models -
16-QAM constellation.
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Fig. 8: Performance comparison for the proposed models -
64-QAM constellation.

demand the lowest hardware resources and latency when it is
implemented in FPGA device. The FPGA implementations
of HDR configuration for the otherM -QAM were accom-
plished. The hardware resource and the latency for these
implementations are presented in Tab. IV. One can note that
HDR configuration demands only logic cells of the FPGA
which number for each constellation point reduces from 1
to nearly 1/5 whenM moves from 4 up to 4096.

VI. CONCLUSION

In this paper, it was discussed the digital design, simula-
tion, and FPGA implementation of a low-cost high-order
squareM -QAM detection/demodulation technique, using
Altera design tools and simulation software.

A comparative analysis for symbol detection with ML
criterion and HDR was provided. It was also proposed
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TABLE IV: Attained results with the implementation of
the HDR configuration of proposed technique forM -QAM
detection in the Altera Stratix III EP3SL150F1152C2 device.

Modulation LC Mem. Fmax Latency
4-QAM 4 0 500 MHz 1 clock cycle
16-QAM 56 0 500 MHz 1 clock cycle
64-QAM 148 0 500 MHz 1 clock cycle
256-QAM 315 0 500 MHz 1 clock cycle
1024-QAM 493 0 500 MHz 1 clock cycle
4096-QAM 847 0 500 MHz 1 clock cycle

strategies for jointed use of both methods in order to reduce
the computational complexity of this process. The analysis
of the resource demanded by these schemes, showed that
there are alternative ways to achieve satisfactory levels of
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Fig. 11: Performance comparison for the proposed models
- 4096-QAM constellation.

performance with reduced computational burden.
In addition, from the observation of results obtained in

computer simulations with different strategies for detecting
symbols, it could be seen that only minimal performance
degradation between these and the theoretical curves drawn
for each of the modulation schemes proposed is achieved.
Since the biggest difference between the performance curves
in terms of BER× Eb/N0, showed relatively small value,
either detection alternatives presented would lead to satis-
factory results for the process of demodulation. Thus, the
best results can be attributed those strategies that had fewer
resource request, that is the HDR approach.
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