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Robustness of the Tomlinson-Harashima Precoder in
Physical-layer Security to Attacks with Non-linear

CMA
Pedro Ivo da Cruz, Ricardo Suyama and Murilo Bellezoni Loiola

Abstract— Physical-layer security techniques have proven to
be a good alternative to the computational high-cost traditional
security mechanisms for wireless communications. In this work,
the secrecy level provided by a Tomlinson-Harashima precoder is
evaluated in a scenario in which the eavesdropper is allowed to
perform extra signal processing at the received signal, aiming
to recover the confidential information. The results indicate
that even with the extra effort using unsupervised channel
equalization methods, the eavesdropper is not able to totally
recover the information.

Keywords— Physical-layer Security, Precoding, Blind equaliza-
tion.

I. INTRODUCTION

Recently, Physical-layer Security (PLS) has drawn a lot
of attention due to its low computational power and energy
requirements, which makes it feasible to applications such
as Internet of Things [1]. The PLS explores random channel
characteristics, such as fading, to secure the information to be
transmitted in wireless communications systems [2].

Several PLS techniques have been studied for Mutliple Input
Multiple Output (MIMO) and MIMO Orthogonal Frequency Di-
vision Multiplexing (MIMO-OFDM) systems [3]–[6]. However,
single carrier and single antenna (SC-SA) systems are being
employed, for instance, in IoT applications, where the limited
space makes it difficult to employ more than one antenna per
device. Nevertheless, little attention has been given to PLS in
SC-SA systems, and very few techniques have been studied
and developed specifically for them. For instance, the work
in [7] proposes a technique to employ artificial noise for SC-SA
systems. Also, the work in [8] considers a type of precoding that
only pre-distorts the phase of the signal to be transmitted. The
work in [9] investigates the use of linear precoders for securing
SC-SA systems under frequency selective fading channels.

The precoding technique pre-distorts the confidential infor-
mation at the transmitter in such a way that, after undergoing
into fading of the authentic channel, the distortion will be
removed. As the signal received at the eavesdropper goes under
a different fading, the eavesdropper will still receive a distorted
message. However, by using a linear precoder at the transmitter,
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the eavesdropper might employ a blind equalizer, such as the
constant modulus algorithm (CMA), the multiple modulus
algorithm [10] or the Shalvi-Weinstein algorithm [11] to remove
the distortion and retrieve the confidential information [9].
These algorithms use linear structures to blindly equalize the
received signal and, thus, are also able to mitigate the combined
effects of a linear precoder and the eavesdropper channel.

To prevent that, other structures, such as a non-linear pre-
coder – as the Tomlinson-Harashima precoder (THP) [12], [13]
– may be employed. In this case, standard blind equalization
methods are unable to recover the original message, but it would
be important to analyze if it would be possible to employ
a modified unsupervised method (possibly encompassing a
nonlinear structure) to circumvent this security scheme.

Some works in the literature have shown that non-linear blind
equalizers might be used at the receiver side to help improve
the performance of the system with THP at the transmitter. The
work in [14] shows that bounding the kurtosis of the signal at
the THP output, not only helps to remove distortions originated
from channel variations and channel estimation errors in the
transmitter, but also helps the convergence of the blind equalizer.
This would be a drawback for the THP when used for PLS
purposes since it suggests that an eavesdropper may recover
the confidential information by employing a blind equalizer
with a non-linear structure.

Thus, the objective of this work is to investigate this possible
vulnerability of THP-based PLS scheme in SA systems. In this
study, it is considered that an unsupervised channel equalization
algorithm, the non-linear CMA (NLCMA), is used to try
recovering the information at the eavesdropper even with the
confidential message being precoded by the THP.

The rest of the paper is organized as follows: the signal
and eavesdropping model is presented at section II, together
with the description of the THP; in section III the NLCMA is
described; simulations and the results obtained are shown and
discussed in section IV; finally, conclusions are highlighted in
section V.

II. SYSTEM MODELING

In the model considered in this work, summarized in Fig. 1,
Alice sends a confidential message m(n) to Bob, which consists
of quadrature phase-shift keying (QPSK) modulated symbols.
In order to accomplish that, the message is precoded by the
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Fig. 1. Block diagram of the signal model used in this work.

THP as

x(n) =
1

h0
M

{
m(n)−

L−1∑
l=1

hlx(n− l)

}
, (1)

where hl for l = 0, · · · , L− 1 are the L taps of the authentic
channel. The modulo operation M{·} is given by

M {α} = α− 2A

⌊
α+A+ jA

2A

⌋
, (2)

where A =
√
NM , NM = 4 is the QPSK modulation order, α

is the input of the modulo operation, j is the imaginary number
and b·c denotes the round floor operation, i.e., it rounds its
argument to the nearest integer less than or equal to that
argument.

By letting x(n) = [x(n), x(n− 1), · · · , x(n− L+ 1)]
T

and v(n) ∼ CN (0, σ2) complex Gaussian noise with zero
mean and power σ2, the signal received by Bob can be written
as

y(n) = xT(n)h+ v(n). (3)

The vector h = [h0, h1, · · · , hL−1]
T is the channel vector

containing the L taps of the authentic channel between Alice
and Bob.

To recover the information, the signal received by Bob goes
through the same non-linear operation used at the precoder. In
other words, the estimate of the confidential message is given
by m̂(n) = M {y(n)}.

Similarly, defining g = [g0, g1, · · · , gL−1]
T as the channel

vector of the channel between Alice and Eve, the signal received
by Eve is given by

ye(n) = xT(n)g + ve(n), (4)

where ve(n) ∼ CN (0, σ2
e). The estimate of the confidential

message at Eve is the output of the equalizer EQ, given by
m̂e(n).

III. NON-LINEAR CMA

If Eve wants to recover the message sent by Alice, it should
obtain a signal as close as possible to the one received by Bob.
One way to accomplish that would be to remove the effects
of the channel g from its received signal, ye(n), and pass the
resulting signal through a filter with the weights given by the
authentic channel, h.

In order to obtain a filter that performs such tasks and con-
sidering that it is possible to obtain the inverse of the channel
(there is a sufficient number of coefficients to approximate the

Fig. 2. Block diagram of the CMA equalizer.

channel inverse) one should obtain the result of the convolution
of the Wiener solution for the eavesdropper channel inversion,
go, and the authentic channel h, which leads to the optimal
weights

wo = Hgo, (5)

where
go = dGH

(
GGH + σ2I

)−1
. (6)

In both (5) and (6), H and G are convolution matrices
generated from h and g, respectively. The vector d in (6)
is a delay vector, filled with zeros and with 1 in the position
of the desired delay. Filtering the signal received at Eve with
a filter with taps obtained through (5), the expected output is
the same signal received at Bob.

It is important to highlight at this point that Alice does not
send any reference signal, so Eve has neither the knowledge of
its channel g, nor the authentic channel h, and, thus, Eve is not
able to compute (5) explicitly. In order to obtain a solution to
this problem, Eve might employ blind equalization algorithms,
such as the CMA. However, the traditional CMA is expected
not to work when the transmitter employs the THP due to the
presence of the non-linear operation M {·} in it.

The traditional CMA is an unsupervised (blind) itera-
tive algorithm aimed to obtain the filter weights w =
[w0, w1, · · · , wK−1]

T that best approximates the absolute
value of the filter output to an specific parameter γ [10].
This parameter is computed using statistics of the transmitted
signal, requiring no knowledge about the signal itself, which is
necessary for supervised algorithms. The block diagram of the
signal flow in an equalizer using the CMA is shown in Fig 2.

The non-linear CMA (NLCMA) that takes the modulo
operation of the THP into consideration tries to approximate
the magnitude of the modulo operation output to the value of
the γ parameter as given by

min
w

E
{
γ − |M {u(n)w} |2

}
, (7)

where u(n) = [ye(n), ye(n− 1), · · · , ye(n−K + 1)]. Dif-
ferently from the idea in [14], this structure aims to revert the
effects of the eavesdropper channel g and emulate the fading
effects of the authentic channel h on the signal received at
the eavesdropper. To achieve this, the NLCMA uses the signal
at the output of the modulo operation, as shown in Fig. 3,
to compute the adaptation for the filter taps. For a QPSK
modulation, the γ parameter can be set to γ = 1, since the
modulus of the QPSK symbols is 1. The weight adaptation
algorithm is summarized in the Algorithm 1, where µ is the
adaptation step and e∗(n) corresponds to the conjugate of the
value e(n).
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Fig. 3. Block diagram of the NLCMA equalizer.

Algorithm 1 NLCMA for THP.
Initialization
w: Random
µ between 0 e 1
for n ≥ 0 do
m̂e(n) = M {u(n)w}
e(n) = γ − |m̂e(n)|2
w = w + µuT(n)me(n)e

∗(n)
end for

IV. SIMULATIONS AND RESULTS

To evaluate the NLCMA, simulations were carried out with
an authentic channel h = [1, 0.6]

T
/1.6 and an eavesdropper

channel with only one tap generated randomly, g0 ∼ N (0, 1).
The equalizer, therefore, was set to have only two taps. This
number of taps for the channels and equalizer is chosen in order
to plot the surface error since a higher number of taps would
not allow it to be visualized in three dimensions. The surface
error is generated by evaluating the error e(n) = γ|m̂e(n)|2
for different values of w. The results shown in Figs. 4 and 5,
were obtained with g = [0.6937]

T. For this case, the Wiener
channel inversion given by (6) results in a one-tap filter, which
convoluted with the two-tap authentic channel, results in wo

with two taps. Therefore, the NLCMA considered has also two
taps.

The error surface for a two-tap filter is shown in Fig. 4,
where it is possible to see two prominent minima: one in
w = [0.9, 0.5395]

T and other in w = [−0.9, −0.5395]T.
These minima are close to the Wiener solution wo =
[0.8991, 0.5395]

T, obtained through (5), and are also capable
of recovering the confidential message at Eve. This happens
because, in these simulations, it is possible to invert the
eavesdropper channel with only one tap, and the optimal
solution is the result of the convolution with the authentic
channel. The bit error rate (BER) obtained for these weights
achieved by the NLCMA is 0, i.e., the Eve was able to recover
the information.

However, as it is possible to see in Fig. 5, other local minima
are observed, as expected from the CMA cost function. This
figure shows the contours of the NLCMA error function and
helps to visualize less prominent minima that would not be
observed in Fig. 4 due to the amplitude variation of the cost
function. One minimum is observed around w = [0.6, 0]

T and
other in w = [−0.6, 0]

T. This would, therefore, compromise
the performance of the NLCMA.

Fig. 6 shows the surface error for the NLCMA cost function
in a 10 dB SNR environment. The prominent minima is around
w = [0.7950, 0.437]

T and w = [−0.7950, −0.437]T, and the
NLCMA converged to w = [0.7513, 0.4462]

T by initiating

Fig. 4. Error surface for the NLCMA for h = [1, 0.6]T /1.6 and g =
[0.6937]T and 30 dB SNR.
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Fig. 5. Contour lines for the NLCMA error for h = [1, 0.6]T /1.6 and
g = [0.6937]T and 30 dB SNR.

close to the former. The BER obtained for this filter weights
is 1.2× 10−3.

Although the BER obtained is very low, the contour lines
shown in Fig. 7 also show some local minima at the same
position seen in Fig. 5, which will also degrade the convergence
performance of the NLCMA depending on the initialization.

To evaluate the impact of the initialization, 2× 103 trials,
each of them considering the transmission of 105 symbols,
were carried out to obtain the number of trials the NLCMA
would converge to a solution close to the Wiener solution. To
determine how close the solution w is to the optimal solution
wo, it was considered the mean squared error (MSE) between
both, given by

MSE(w) =
1

K

K−1∑
k=0

||wk| − |wo,k||2, (8)

where wo,k is the k-th element of wo. If the MSE is below a
certain threshold φ, then the algorithm is considered to have
satisfactorily achieved the optimal solution. The initial taps of
w in each trial are determined by a complex random Gaussian
process with zero mean and unit variance, and the taps are
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Fig. 6. Error surface for the NLCMA for h = [1, 0.6]T /1.6, g = [0.6937]T

and 10 dB SNR.

-1.5 -1 -0.5 0 0.5 1 1.5
-1.5

-1

-0.5

0

0.5

1

1.5

Fig. 7. Contour lines for the NLCMA error for h = [1, 0.6]T /1.6, g =
[0.6937]T and 10 dB SNR.

independent to each other. In other words, wl ∼ CN (0, 1). Both
authentic and eavesdropper channels are randomly generated in
each trials considering a Gaussian distribution, hl ∼ N (0, σ2

l )
and gl ∼ N (0, σ2

l ).
The Tables I and II show the results obtained considering

different values of φ for SNR of 10 dB and 30 dB, respectively.
Other SNR values were also evaluated and have shown similar
behaviour. As can be seen in both tables, by reducing the
adaptation step, the number of trials that passes the test reduces.
This is because the filters tap might have converged to one of
the local minima and, if µ is large enough, it is possible that
the algorithm can lead the taps out of the local minimum and
to one of the global minima. This, however, is not possible
if µ is too small, which results in the weight taps remaining
inside the local minima. The increase of the φ value results
in a larger rate in which the algorithm achieved a satisfactory
MSE since the required value is larger.

The BER was also evaluated and it is shown in Fig. 8 for
different values of SNR and µ. It is possible to observe that the
step size and the SNR does not impact significantly on the BER
performance, whose values do not show a good performance

TABLE I
RATE OF TRIALS THAT CONVERGED TO OPTIMAL SOLUTION IN A 10 dB

SNR ENVIRONMENT.

φ µ = 0.00100 µ = 0.00010 µ = 0.00001
0.01 5.65 % 6.00 % 5.85 %
0.05 10.70 % 11.00 % 12.45 %
0.10 14.90 % 15.10 % 17.10 %

TABLE II
RATE OF TRIALS THAT CONVERGED TO OPTIMAL SOLUTION IN A 30 dB

SNR ENVIRONMENT.

φ µ = 0.00100 µ = 0.00010 µ = 0.00001
0.01 5.70 % 4.95 % 5.15 %
0.05 10.60 % 9.60 % 10.15 %
0.10 14.60 % 13.10 % 13.75 %

in terms of detection since they range between 0.25 and 0.42.
Nevertheless, it is possible to see that the BER decreases as
the SNR increases for all values of µ. Although it looks like a
large variation, it is, however, very small in terms of BER. It
is also interesting to notice that, a higher value of µ results in
a smaller BER, which is observed for SNR values above 10
dB. This reinforces the fact that when µ is small, the filter taps
were led inside one of the local minima and remained there.
When the value of µ is higher, it is possible for the filter taps
to overcome the local minimum and to converge to one of the
global minima.

Previous simulations were carried out considering channel
taps with real values. A more realistic wireless channel
model [15] considers its taps as circularly symmetric complex
normal random variables with zero mean and variance σ2

l . This
implies in a Rayleigh distribution for the channel magnitude,
thus this is called Rayleigh model, and a uniform distribution
between 0 and 2π for the channel phase. To assure the same
behaviour presented previously is also present for complex
taps, simulations were carried out considering both authentic
and eavesdropper channels with two taps randomly generated
in each trial, with hl ∼ CN (0, σ2

l ) and gl ∼ CN (0, σ2
l ). The

variance σ2
l is given by the power profile of the channel, defined

as

σ2
l = exp

{
− l
2

}
. (9)

The results in Tables III and IV show that the number of trials
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Fig. 8. BER for different SNR values and different adaptation steps µ.
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XXXVII SIMPÓSIO BRASILEIRO DE TELECOMUNICAÇÕES E PROCESSAMENTO DE SINAIS - SBrT2019, 29/09/2019–02/10/2019, PETRÓPOLIS, RJ

that passes the tests reduced significantly by considering the
Rayleigh channel model. This reveals that there is no significant
variation in the rate the NLCMA converged to an MSE value
below the threshold. For instance, considering µ = 0.01, the
rate that the filter converged to an MSE bellow φ = 0.01
is 5.65% for the channel with real taps in a SNR of 10 dB.
For Rayleigh Channel, this increased to 6.15%, a difference
of 0.5%. It is possible to observe, however, that there is a
slight decrease in this rate when the SNR increases, which
also happens for the channel with real taps. This happens since
the noise is also present in the filter output and, thus, higher
noise levels might help the NLCMA to leave local minima
and converge to one of the global minima. Therefore, the rate
of convergence is slightly higher for lower SNR values.

TABLE III
RATE OF TRIALS THAT CONVERGED TO OPTIMAL SOLUTION FOR RAYLEIGH

FADING CHANNELS IN A 10 dB SNR ENVIRONMENT.

φ µ = 0.00100 µ = 0.00010 µ = 0.00001
0.01 6.15 % 6.45 % 6.00 %
0.05 14.25 % 12.35 % 12.20 %
0.10 19.75 % 16.80 % 17.75 %

TABLE IV
RATE OF TRIALS THAT CONVERGED TO OPTIMAL SOLUTION FOR RAYLEIGH

FADING CHANNELS IN A 30 dB SNR ENVIRONMENT.

φ µ = 0.00100 µ = 0.00010 µ = 0.00001
0.01 5.90 % 5.25 % 5.20 %
0.05 11.80 % 12.50 % 11.00 %
0.10 15.70 % 16.15 % 16.30 %

The BER values obtained in these simulations are shown
in Fig. 9. It is possible to observe again that there is no
significant variation in the BER values, which suggests, again,
that the performance is degraded less by the SNR values and
the adaptation step, than by the initialization. Nonetheless, the
behaviour is similar to the one presented in Fig. 8. This further
reinforces that, in a practical environment, the THP is still
robust against blind equalization in the eavesdropper.

0 5 10 15 20 25 30

SNR (dB)

0.2

0.25

0.3

0.35

0.4

0.45

B
E

R

Fig. 9. BER for different SNR values and different adaptation steps µ in a
Rayleigh fading channel.

It is important to highlight that the simulations were
conducted considering a two-tap authentic channel and a two-
tap eavesdropper channel. This number of taps benefits the

NLCMA. Would this channels have more taps, as they usually
have in an indoor environment [15] for instance, the number
of taps necessary for the NLCMA to recover the information
increases, since the inversion of the eavesdropper channel by
a finite impulse response filter would require a much higher
number of taps for it to approximate the channel inverse. This
higher complexity level at the receiver is not always possible,
which helps the precoder security against the NLCMA.

V. CONCLUSIONS

This work has investigated the use of a non-linear blind
equalizer, here named as NLCMA, to overcome the security
of the THP at an eavesdropper.

First, tests were conducted through numerical simulations
considering real, predefined channels. Although the system can
recover part of the information, this is not always possible, and
the initialization of the NLCMA algorithm has a significant
influence on its performance.

It was also conducted tests considering a more practical
channel model. The results have shown that, in this scenario,
the THP still provides reliable security against the NLCMA.
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