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Applications of Data-Selective Adaptive Filters
Markus V. S. Lima, Breno N. Espı́ndola, F́abio P. Freeland and Paulo S. R. Diniz

Resumo— Neste artigo ńos discutimos sobre as potencialidades
e importância de mecanismos de seleção de dados em problemas
reais. Nós mostramos como filtros adaptativos com seletividade
de dados podem ser explorados com a finalidade de melhorar
o desempenho de sistemas de comunicações e canceladores de
eco aćustico. Para sistemas de comunicações propomos algo-
ritmos com seletividade de dados para equalização semi-cega
em sistemas baseados em OFDM empregando o esquema de
modulação digital QPSK que aumenta othroughput do sistema
em18%, desde que uma raz̃ao-sinal-rúıdo mı́nima seja garantida.
Para o cancelamento de eco acústico propomos algoritmos com
seletividade de dados que operam no doḿınio da frequência e
possibilitam uma reduç̃ao significativa da carga computacional.
Os resultados de simulaç̃oes mostram que, aṕos a converĝencia,
esses algoritmos atualizam apenas10% dos coeficients do filtro.

Palavras-Chave— Filtros adaptativos com seletividade de da-
dos, equalizaç̃ao semi-cega, OFDM, cancelamento de eco acústico.

Abstract— In this article we discuss the capabilities and impor-
tance of data selection mechanisms in real-world tasks. We show
how data-selective adaptive filters can be explored in order to
improve the performance of communication systems and acoustic
echo cancellers. For communications systems we propose a data-
selective algorithm for semi-blind equalization in OFDM-based
systems employing a QPSK digital modulation scheme that incre-
ases in18% the system throughput, provided a minimum signal-
to-noise ratio is guaranteed. For the acoustic echo cancellation we
propose data-selective algorithms that operate in the frequency
domain and allow a significant reduction of the computational
burden. The simulation results show that after convergence, these
algorithms update only 10% of the filter coefficients.

Keywords— Data-selective adaptive filters, Semi-blind equali-
zation, OFDM, acoustic echo cancellation.

I. I NTRODUCTION

In recent years, mainly due to the decreasing prices of
sensors and storage devices, we have been witnessing an
enormous increase in the amount of data to be processed
and/or stored. For instance, multiple antennas are being used in
communications systems to increase system capacity, multiple
microphones are being used in multimedia applications like
audio enhancement and localization of a sound source, as well
as databases are getting bigger.

In this complex scenario, data-selective filters can be regar-
ded as tools for automatic evaluation/selection of data. These
tools have the potential to discard undesired data, such as
outliers and redundancy, and to peep a reduced amount of data
(filtered data) that is most relevant to the given application.

Data-selective adaptive(DSA) filters are self-adjustable
mechanisms whose learning process is based only on filtered
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data. Among the benefits of discarding data before performing
the adaptation of the filter are: 1) Saving computational
resources, and thus energy, by not adapting all the time, 2)
Better learning performance since undesired artifacts anddata
with no innovation are removed [1].

This paper presents results of ongoing research on DSA
filters applied to the equalization oforthogonal frequency-
division multiplexing (OFDM) systems and acoustic echo
cancellation. For the OFDM system we propose asemi-
blind equalization(SBE) scheme that has potential to increase
system throughput allowing the receiver to track time-varying
channels. For the acoustic echo cancellation we propose
a frequency-domain data-selective algorithm that yields the
same perceived result as the state-of-the-art solutions, but
requiring much lower computational power.

This paper is organized as follows. In section II we present
the set-membership filtering(SMF) paradigm which leads to
DSA filters. In sections III and IV we show some applications
of DSA filters to communications systems and echo cancella-
tion. In both sections we follow a similar approach: first we
explain the application in which a DSA filter has potential
to enhance the performance, then we describe the proposed
algorithm, and finally we show some simulation results. The
conclusions are drawn in section V.

Notation: We denote scalars by lowercase letters, vectors
by lowercase boldface letters, and matrices by uppercase
boldface letters. All vectors are column vectors. We useR

and C to denote the real and complex fields respectively,
R+ to denote the set of non-negative real numbers, and the
set of natural numbers is represented byN. The point-wise
multiplication and division between two vectors of the same
size is represented bya ◦ b anda÷ b. In addition,diag{x}
is a diagonal matrix havingx on its main diagonal.

II. DATA -SELECTIVE ADAPTIVE FILTERING

In general terms,data-selective adaptive(DSA) filters are
special kinds of adaptive filters that evaluate the amount of
information (innovation) present in the input data before using
it to self-adjust its coefficients according to an algorithm. The
DSA filters bring about robustness against noise and reduced
overall computational burden [1]. In the following we present
the set-membership filtering(SMF) paradigm which has been
successfully used to derive powerful data-selective algorithms
[2], [3], [4].

The SMF concept appeared in [2] and is applicable to
adaptive filtering problems that are linear-in-parameters, i.e.,
whose input-output signals are related byy = wTx , in which
x ∈ R

M is the input vector,w ∈ R
M represents the filter

coefficients, and the output of the filter is given byy.
According to the SMF criterion, we want to estimate the

parameterw that leads to an error signale = d − y whose
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magnitude is upper bounded by a constantγ ∈ R+, for all
possible pairs(x, d), whered ∈ R is the desired-output signal.
Denoting byS the set comprised of all possible pairs(x, d),
and defining thefeasibility setΘ as

Θ =
⋂

(x,d)∈S

{

w ∈ R
M : |d−wTx| ≤ γ

}

, (1)

the SMF criterion consists of findingw ∈ Θ.
In practice we do not have access toS, since this would

requirea priori knowledge of all possible input and desired-
output signals. ThereforeΘ, or a point in it, cannot be directly
estimated. However, iterative estimates can be found as we get
to know the terms of the sequences(x(k), d(k)), for k ∈ N.

Defining theconstraint set

H(k) =
{

w ∈ R
M : |d(k)−wTx(k)| ≤ γ

}

, (2)

i.e., the set comprised of allw satisfying the error bound at
iterationk, the feasibility setΘ can be estimated by means of
the exact-membership set

ψ(k) =
k
⋂

i=0

H(i). (3)

Fig. 1 depicts the geometrical interpretation of the SMF pa-
radigm. The “size” ofψ(k) decreases for eachk in which the
pairs(x(k), d(k)) bring some innovation. Thus, for sufficiently
largek, Θ can be well approximated byψ(k).

Θ
ψ(1)

d(0) − wTx(0) = −γ̄

d(0) − wTx(0) = γ̄

d(1) − wTx(1) = −γ̄

d(1) − wTx(1) = γ̄

H(1)

H(0)

Fig. 1. SMF geometrical interpretation in the parameter space: ψ(1) =
H(0)

⋂

H(1).

The SMF concept can also be extended to the frequency
domain as shown in [4].

III. A PPLICATION TO COMMUNICATIONS SYSTEMS

In this section we discuss how DSA filters can be applied
to communications systems. In fact, we show a data-selective
algorithm that can be used as asemi-blind equalization(SBE)
method for OFDM-based systems employing QPSK digital
modulation scheme.

A. OFDM-based Systems

Orthogonal frequency-division multiplexing(OFDM) has
been chosen as the modulation scheme of some important
communications standards such as the Wi-Fi [5], WiMAX
[6], and the downlink connection of the LTE (Long Term
Evolution) [7].

In these systems,reference signals(also known aspilots)
are periodically transmitted. The pilots are used at the receiver
to perform channel estimation, and this estimate is then used
in the equalization process of subsequent OFDM symbols.
However, sending pilots decreases the system throughput since
no information is actually transmitted. In LTE, for example,
a whole OFDM symbol containing only pilots is sent at each
6 or 7 transmitted OFDM symbols, depending on the size of
the cyclic prefix.

Blind equalization algorithms can be employed to increase
the system throughput, since they do not use pilots. In addition,
these algorithms allow tracking of channel variations, which is
a useful feature since real channels are usually time-varying,
especially the wireless channel. On the other hand, blind
algorithms usually require a proper initialization and canlose
track in nonstationary environments, deteriorating the channel
equalization process.

Semi-blind algorithms represent a trade-off between the
gains of using blind equalization techniques and supervised
(i.e., pilot-based) schemes. They allow the communication
system to send pilots less often, increasing the system through-
put while keeping the channel equalization effective. In the
following we present an SBE algorithm for channel equaliza-
tion of OFDM symbols employing QPSK digital modulation
scheme.

B. Semi-Blind Equalization Scheme

Fig. 2 illustrates a frequency-domain block representation
of an OFDM-based scheme connected to the proposed SBE
algorithm. In this figure we considered that the cyclic-prefix
length is greater than the channel memory, so that the equiva-
lent channel that modifies the modulated symbols ish(k) ∈
C

M , which is the actual channel frequency response. See [9]
for further details on the mathematical modeling of OFDM
systems.

sign

ys(k)
e(k)

s(k)

n(k)

h(k)
x(k) = h(k) ◦ s(k) + n(k)

w(k)
y(k) = w(k) ◦ x(k)

yd(k)

Fig. 2. Frequency-domain representation of an OFDM transmission using
the proposed semi-blind equalization scheme at the receiver.

Here, all vectors are inCM , whereM is the number of
subcarriers of the OFDM-based system. Thekth transmit-
ted OFDM symbol is denoted bys(k), whose elements are
symbols belonging to a QPSK modulation. TheM -point fast
Fourier transform(FFT) of the channel impulse response is
represented byh(k), andn(k) is theadditive white Gaussian
noise (AWGN) vector with standard deviationσn. The input
vectorx(k) = h(k)◦s(k)+n(k) contains the received symbols
in the frequency domain, andw(k) represents the adaptive
equalizer coefficients also in the frequency domain. The output
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vector y(k) = w(k) ◦ x(k) contains the equalized received
symbols. In addition,yd(k) = QPSK decision{y(k)} contains
the QPSK symbols that are most likely to have been trans-
mitted, whereasys(k) = sign{y(k)} contains the equalized
received symbols projected on the unit circle, i.e., each ofits
elements corresponds to a projection of an element ofy(k) (a
complex number) on the unit-radius circle. Since the elements
of yd(k) are points belonging to a QPSK constellation, we
must project the elements ofy(k) on the unit circle (forming
ys(k)) in order to have a decision-direct criterion that does
not take into account the modulus of the components ofy(k).
The error vector, defined ase(k) = yd(k)−ys(k), determines
whenever an update in the adaptive filterw(k) is needed.

TABLE I

SEMI-BLIND EQUALIZATION ALGORITHM.

SBE Algorithm

For k = 1:(Number of OFDM symbols) do
{

Initialization
{

Chooseδ(k) as a small constant
Chooseγ(k) (usually as a function ofσn)

}
If pilot was sent, then
{

Do channel estimation
Compute the equalizerw

MMSE
(k)

w(k) =
w

MMSE
(k)

|w
MMSE

(k)|
}
Else
{
y(k) = w(k) ◦ x(k)
ys(k) = sign{y(k)}
yd(k) = QPSK decision{y(k)}
e(k) = yd(k)− ys(k)
Form = 1 :M (Number of subcarriers) do
{

µm(k) =











(

1−
γm(k)
|em(k)|

)

if |em(k)| > γm(k)

0 otherwise

}
w(k + 1) = w(k) + µ(k) ◦ [e(k)÷ (x(k) + δ(k)u)] ◦ |x(k)|

w(k + 1) =
w(k + 1)

|w(k + 1)|
}

}

The SBE algorithm is summarized in Table I. The regula-
rization parameterδ(k) must be chosen as a small constant
used to prevent numerical instabilities due to small values
for the entries ofx(k). The vectorγ(k) ∈ R

M
+ contains

decision thresholds for each subcarrier error, i.e., the algorithm
updates only if the modulus of themth element ofe(k), viz.
|em(k)|, is greater than the corresponding entry ofγ(k). The
vector µ(k) contains the step-size for each filter coefficient
andu =

[

1 1 . . . 1
]T

∈ R
M .

C. Simulation Results

Here, it is assumed that the length of the cyclic prefix
is appropriately chosen in such a way that the transmission
scheme summarized in Fig. 2 is valid. The simulation set-
up follows closely the configuration of the physical-layer
downlink connection of the LTE system [7]. Each OFDM
symbol is comprised ofM = 512 subcarriers, each subcarrier
corresponding to15 kHz carries one symbol belonging to a
QPSK constellation whose symbols are normalized to have
unity variance. The channel is time varying. For the first
OFDM symbol of each simulation, the channelh(0) is ge-
nerated according to the Extended Typical Urban-LTE (ETU-
LTE) model [8]. The channels observed by the other OFDM
symbols were generated following arandom-walk model[1]
applied only to the phase of the frequency response of the
channel, i.e.,

h(k) = |h(k)|ejθ(k),

h(k + 1) = |h(k)|ejθ(k+1), (4)

θ(k + 1) = λcθ(k) + κnc(k),

whereh(k) is the frequency response of the channel during the
kth OFDM symbol,|h(k)| andθ(k) are vectors containing the
modulus and the phase components, respectively, ofh(k). The
other parameters areλc = 0.99, κ = (1− λc)

p/2, p = 2, and
nc(k) is a random vector drawn from a zero-mean Gaussian
distribution with standard deviationσnc

= 5.
The bit-error rate (BER) results were generated considering

104 transmitted OFDM symbols and then averaging the results
over 100 independent simulations.

Fig. 3 summarizes the BER results for different values of
signal-to-noise ratio (SNR) considering a channel that varies
at every OFDM symbol. The channel frequency response
modulus is constant for each simulation and it was generated
in such a way that it’s minimum value is0.5. This parti-
cularization on the channel is justified by our SBE process,
which is very sensible to theSNR at a given subcarrier.
Indeed, from the transmission scheme we know that the
symbol received at themth subcarrier is given byxm(k) =
hm(k)sm(k) + nm(k), and the SNR at this subcarrieris
given by |hm(k)sm(k)|2/|nm(k)|2, and thus, for low values
of |hm(k)|2 we might have a signal power much lower than
the noise power at the receiver.

Fig. 3 also shows that the SBE algorithm can dramatically
increase the system capacity provided a minimum SNR is
guaranteed. For instance, at an SNR of20 dB, the SBE scheme
that transmits a pilot OFDM symbol at every60 OFDM
symbols achieves almost the same BER as of the traditional
OFDM retransmitting pilot OFDM symbols at each6 OFDM
symbols. In this case, the usage of the SBE technique would
yield an increase of18% in the throughput as compared to the
traditional OFDM transmission.

IV. A PPLICATION TO ECHO CANCELLATION

In this section we discuss how DSA filters can be applied
to address the well-known echo cancellation problem. We
present a data-selective algorithm that operates in frequency
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Fig. 3. BER versus SNR. In the first plot (top) we consider|hm(k)| > 0.5
for all m (subcarriers) andk (OFDM symbols), whereas the second plot
(bottom) is just a zoom of the previous one.

domain and obtains a significant reduction in the computati-
onal burden, as compared to the typical algorithms used for
this application.

A. Acoustic Echo Cancellation

Acoustic echo appears when there exists an acoustic cou-
pling between loudspeaker(s) and microphone(s), e.g., in
hands-free communications and teleconference systems. The
state-of-the-art solution to this problem is to use an acoustic
echo canceller based on simple adaptive filters, such as the
LMS and BNLMS [10]. The inconvenient is that such an
application usually requires long-length adaptive filtersand,
consequently, more computational power and latency as com-
pared to the short-length counterparts [1], [10].

B. Frequency-Domain DSA Filter

In Table II we summarize the proposed Frequency-Domain
DSA algorithm. This algorithm is based on the Constrained
Frequency-Domain algorithm [1], but it incorporates the SMF
criterion in order to benefit from the data selection.

In this algorithm,γ is a regularization factor used to avoid
ill-conditioning of the matrixΣ, (1 − α) can be seen as a
forgetting factor for the varianceσ2

k(m) of uk(m), x(m) ∈ R
L

is the input-signal vector,IL and 0L stand for the identity
and all-zero matrices of sizeL, F2L represents the unitary
Discrete-Fourier-Transform (DFT) matrix of length2L. In
addition, u(m) ∈ C

2L represents the DFT of two concate-
nated input-signal vectorsx(m) and x(m − 1). The vectors
d(m),y(m), e(m) ∈ C

L are, respectively, the desired-output
signal, output signal, and error signal in time domain, whereas
ẽ(m) ∈ C

2L is the DFT ofe(m) padded with zeros.µk is the
convergence factor (step size) relative to thekth FFT bin,Λ
is a diagonal matrix whose nonzero entries are given by the
convergence factors.W(m) ∈ C

2L is an auxiliary variable
that represents the unconstrained frequency-domain adaptive
filter, whereasWc(m) = [wc,0, wc,1, . . . , wc,2L−1]

T
∈ C

2L

contains the taps of the constrained frequency-domain adaptive
filter.
Γk represents the upper bound in which the magnitude of

the error corresponding to thekth bin, namely|ẽk(m)|, is
acceptable, i.e., no update is performed for errors lower than
Γk. The thresholďΓk, usually chosen as a function of the noise
standard deviation, determines the level of residual errorthat
will be left in the filter output.

We have been working mainly with two variations of the
SM-CFD algorithm. In both of them̌Γk is chosen as a fixed
value for allk (bins). In the first variation, called Fixed-SM-
CFD (F-SM-CFD),Γk is also a fixed value given byΓk = Γ̌k.
In the second one, called Perceptual-SM-CFD (P-SM-CFD)
we chooseΓk according to some psychoacoustic criteria, such
asmaskingand just-noticeable changes[11]. The idea is that
we should not bother with residual errors that we cannot hear.

C. Simulation Results

In order to evaluate the quality of the echo cancellers, a set
of 24 signals was prepared. Each of the signals was generated
by concatenating distinct phonetic-balanced sentences [12]
with a silence gap between them as recommended in [13].
The sentences are in Brazilian Portuguese and were recorded
by native people (2 males and1 female) and the duration of
the 24 signals varies from100 to 170 seconds.

Then, these signals were contaminated with acoustic echo
using gain levels of{−20, −30, −40, −50} dB with respect
to the reference signal, and delay values of{50, 100, 150, 200,
250, 300} ms, in all possible combinations. The contamination
model includes the far-end room-impulse responses (RIRs)
which were randomly chosen from a set of RIRs obtained from
[14], [15]. In the sequence, white Gaussian noise was added
to the signal filtered by the RIR. The white-noise power was
such that the SNR levels were randomly chosen as{30, 40,
50} dB with respect to level of echo signal.

Fig. 4 illustrates the dramatic saving in computational
power, and thus energy, that the SM-CFD algorithm can yield,
especially after its convergence. For instance, in average, for
the60th block the F-SM-CFD algorithm updated only10% of
its taps, and the P-SM-CFD algorithm updated only4% of its
taps. Recalling thatL is usually large for acoustic echo can-
cellation, this reduction on the number of updates per blockis
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TABLE II

SET-MEMBERSHIPCONSTRAINED FREQUENCY-DOMAIN (SM-CFD)

ALGORITHM.

SM-CFD Algorithm

Initialization
{

Chooseγ as a small constant
Chooseα such that0 < α ≤ 0.1
ComputeM (number of blocks of lengthL to be processed)
x(0) = 0

σ2
k
(0) = 0, for k = 1, 2, · · · , 2L

}
Form = 1:M (i.e., for each block of lengthL) do
{

u(m) = F2L

[

IL
z−1IL

]

x(m) = F2L

[

x(m)
x(m− 1)

]

y(m) = [IL 0L]F
H
2L











wc,0(m)u0(m)
wc,1(m)u1(m)

...
wc,2L−1(m)u2L−1(m)











e(m) = d(m)− y(m)

ẽ(m) = F2L

[

IL
0L

]

e(m)

For k = 1:2L (i.e., for each bin) do
{

ComputeΓk and Γ̌k according to the type of the SM-CFD

µk =







1
8

(

1−
Γ̌k

|ẽk(m)|

)

if |ẽk(m)| > Γk

0 otherwise
σ2
k
(m) = (1− α)σ2

k
(m− 1) + α|uk(m)|2

}
Λ(m) = diag (µ1, µ2, · · · , µ2L)
Σ2(m) = diag

(

γ + σ2
1 , · · · , γ + σ2

2L

)

W(m+ 1) = W(m) + 2Λ(m)Σ−2(m)diag (ẽ(m))u∗(m)

Wc(m+ 1) = FH
2L

[

IL
0L

]

[IL 0L]F2LW(m+ 1)

}

impressive. In addition, since the proposed adaptive algorithm
operates in the frequency domain, as opposed to the traditional
algorithms that are usually employed in this application, the
convolution of long-length signals is exchanged by products
among scalars, which is also more computationally efficient.

V. CONCLUSIONS

In this article we exploited the subject of data-selective
adaptive filters, and discussed its potentials to solve real-world
problems. As examples of applications, we described two data-
selective algorithms that can be applied to communications
systems and acoustic echo cancellation in order to increase
their efficiency, but data selection mechanisms can be applied
to a number of applications, especially in multimedia signal
processing.
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