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On Equalization Performance in Underwater
Acoustic Communication

Vinicius M. Pinho, Rafael S. Chaves, Marcello L. R. Campos

Abstract— This paper presents the results of a practical exper-
iment of underwater acoustic transmission, which was performed
in Arraial do Cabo, RJ. The primary focus of this experiment
is analyzing the performance of different types of equalizers,
namely: zero-forcing (ZF), minimum mean square error (MMSE)
and decision feedback equalizer (DFE). The mean square error
(MSE) and bit-error rate (BER) are the figures of merit used
to compare their performances. Results show that in terms of
MSE, the DFE has better performance than the other equalizers,
achieving an MSE of −25.6 dB for signal-to-noise ratio (SNR)
equal to 10 dB. Furthermore, the DFE outperformed the ZF and
MMSE equalizers, improving BER by 5.3 dB with respect to the
ZF equalizer, and 3.4 dB with respect to the MMSE equalizer.

Keywords— Underwater acoustic, experimental transmission,
bit-error rate, equalization, ZF, MMSE, DFE.

I. INTRODUCTION

Underwater communication is deeply rooted in numerous
applications. Example of applications can be found in a diver-
sity of areas, from scientific biological research to commercial
oil exploration, including governmental coast defense, marine
animal protection, and climate change studies. These activities
have driven submarine communication studies further, looking
for the best solution for every type of application. Underwater
communication can use three different types of transmission,
namely: acoustic, radio frequency, and optical, each one has its
own applicabilities. However, in the underwater environment,
acoustic transmission is capable of reaching higher distances
than electromagnetic radio frequency or optical transmis-
sions [1], [2]. This feature makes acoustic communication the
dominant technology for wireless underwater transmission [1],
[3].

Besides being a predominant technology, underwater acous-
tic (UWA) systems have a plethora of problems that hinder
its performance and need to be adequately dealt with. These
impairments are related to UWA noise [4] and the intense
time variations of UWA channels [5]. Moreover, the relative
motion between transmitter and receiver, always present in
this environment, combined with the low propagation speed
of the acoustic waves, aggravates the Doppler effect [2], [6],
[7]. Furthermore, the available bandwidth is limited due to the
transmission loss, which increases with both frequency and
range and restrains high rate transmissions [8].
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In general, the UWA channel is modeled as a time-variant
linear system due to the Doppler effect [9]. However, in
a situation where the Doppler effect can be neglected, the
UWA channel becomes a time-invariant system, and the most
predominant impairment becomes intersymbol interference
(ISI). ISI is mostly induced by the time spread in the received
acoustic signal due to the multiple interactions of the signal
with sea surface and bottom. As in radio frequency wireless
communication in the air, ISI is also harmful in UWA com-
munication and must be appropriately compensated by the
transceiver [8]. One of the tools used for mitigating ISI is
called channel equalization, which uses some knowledge of
the channel state or its impulse response.

From a probability of error viewpoint, the maximum likeli-
hood sequence equalizer is optimum [10]. However, the com-
putational complexity of the maximum likelihood sequence
equalizer increases exponentially with channel length, being
unpractical in embedded systems [11]. In order to reduce the
computational load, suboptimal solutions consisting of linear
filters are often employed, such as the zero-forcing (ZF) [10],
[11] and minimum mean square error (MMSE) equalizers [10],
[11]. Another solution is the decision feedback equalizer
(DFE), which exploits the use of previously estimated symbols
to reduce ISI [12]. Even though it is not linear, the DFE does
not have high complexity and achieves a better performance
than ZF and MMSE equalizers in terms of bit-error rate
(BER) [13].

This paper presents a study on the performance of the
ZF equalizer, the MMSE equalizer, and the DFE applied
to practical experimental data of UWA communication. This
practical experiment was carried out in cooperation with the
Institute of Sea Studies Admiral Paulo Moreira (IEAPM)
at Enseada dos Anjos in Arraial do Cabo, RJ. Practical
experiments present new challenges that may not be properly
modeled in simulations. Such as those imposed by the real
UWA channel.

This paper is organized as follows: Section II describes a
general model of a UWA transceiver in baseband. Section III
presents a description of the three equalizers employed in this
work: ZF equalizer, MMSE equalizer, and DFE. Section IV
describes the design of the transceiver used in the experiment,
whereas Section V shows the results that arose from process-
ing the received data using the equalizers from Section III.
Finally, Section VI draws some conclusions about the perfor-
mances of the equalizers used in the practical experiment.

Notation: Vectors and matrices are represented in bold face
with lowercase and uppercase letters, respectively. The nota-
tions [·]T, [·]H, [·]−1 stand for transpose, transpose conjugate
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Fig. 1. Baseband model for the UWA transceiver.

and inverse operations on [·], respectively. The symbols N,
R, C denote the set of natural, real, and complex numbers,
respectively. The set of CM×N denotes all M × N matrices
comprised of complex-valued entries. The symbols 0M×N , IM
denote an M ×N matrix with zeros and the M ×M identity
matrix, respectively.

II. SYSTEM MODEL

Let a simplified UWA transceiver be as illustrated in Fig. 1.
Consider the data block x ∈ CN×1 ⊂ CN×1 containing N ∈
N symbols of a generic constellation C. This data block is
prepared to be transmitted through a UWA multipath channel
with baseband finite transfer function denoted as

H(z) =
∑
l∈L

hlz
−l, (1)

where L = {1, 2, · · · , L} is the set containing all the
multipath indexes, and hl is the lth coefficient in time domain.
For a matrix analysis, the baseband channel can be written as
a Toeplitz matrix given by

H =



h1 0 · · · 0 0
h2 h1 · · · 0 0
...

... · · ·
...

...
hL hL−1 · · · 0 0
0 hL · · · 0 0
...

...
...

...
...

0 0 · · · hL−1 hL−2

0 0 · · · hL hL−1

0 0 0 · · · hL


∈ CM×N , (2)

where M = N + L− 1. The received signal is denoted as

y = Hx + n, (3)

where y ∈ CM×1 is the received signal, and n ∈ CM×1 is the
additive white Gaussian noise (AWGN). The UWA multipath
channel induces ISI, which degrades the quality of the received
signal. Thus, in order to recover the original message, the
receiver must equalize the received signal to mitigate the
effects of the channel. The estimated signal x̂ is given by

x̂ = WHx + Wn. (4)

where W ∈ CN×M is the equalization matrix.
The equalizer is a crucial part of the receiver and a standard

tool to tackle the ISI generated by the channel. The equalizer
can dramatically improve the performance of the transceiver
and will be appropriately defined in Section III.

III. EQUALIZATION

Equalization is a method that generates estimates of the
transmitted signal by compensating channel effects. There are
different approaches for this compensation, such as directly
inverting the channel, or minimizing the mean square error
(MSE) between the estimated and transmitted symbol [10].
Moreover, equalization can be linear or nonlinear, having a
trade-off between complexity and performance. In general,
nonlinear equalizers achieve lower BER than linear equalizers,
but at the expense of higher complexity when compared to
linear equalizers.

A. Zero-forcing Equalizer

The ZF equalizer is a solution for mitigating the ISI that tries
to restore the Nyquist Criterion for an free ISI transmission by
inverting the channel matrix [11]. The ZF equalizer overlooks
the additive noise, and solves the problem y = Hx̂. Therefore,
the estimated data block x̂ is given

x̂ = (HHH)−1HH︸ ︷︷ ︸
WZF

y. (5)

One of the drawbacks regarding this equalizer is ignoring
the effect of additive noise, which may lead to overall perfor-
mance degradation due to noise enhancement. For example, if
the channel has a spectral null containing only background
noise in its frequency response, the ZF equalizer attempts
to compensate for this by introducing a large gain at that
frequency.

B. Minimum Mean Square Error Equalizer

A solution to overcome the noise enhancement caused by
the ZF equalizer is the use of MMSE equalizer [11], which
takes into account the additive noise for data block estimation.
The MSE between the transmitted and estimated data blocks
is used to derive the equalizer coefficients. Thus, the MMSE
equalizer matrix [14] is

WMMSE = argmin
W∈CN×M

E
[
‖x−W (Hx + n)‖22

]
, (6)

and, the estimated data block x̂ becomes

x̂ =

(
HHH +

1

SNR
IN

)−1

HH︸ ︷︷ ︸
WMMSE

y, (7)

where E [·] is the expected value operator.
There are similarities between the expressions for comput-

ing the MMSE and the ZF equalizers. In high SNR regime,
WMMSE is close to WZF. Moreover, for low SNR regime, the
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regularization by SNR copes with noise enhancement holding
up the equalizer from introducing large gains when the channel
has a signal spectral null in its frequency response.

C. Decision Feedback Equalizer

Decision feedback equalizer is a nonlinear equalizer that
uses past estimated symbols to make a better decision on
the current symbol [13], [15]. The equalization performed
by DFE is carried out symbol-by-symbol. The main idea of
DFE is to feed back already equalized symbols through a
filter to improve the equalization of the current symbol. Any
remaining ISI caused by a previous symbol is reconstructed
and then subtracted. The DFE is inherently a nonlinear device,
but by assuming that all the previous decisions were made
correctly, the analysis can be linear [13]. The finite-length
DFE consists of a forward filter w ∈ CF×1 given by w =
[w−(F−1) · · · w−1 w0 ]H, and a feedback filter b ∈ CB+1×1,
written as b = [ 1 b1 · · · bB ]H.

yk x̂k+F−1−∆zk
Decision

Device

Feedback

Filter

Forward

Filter

Fig. 2. Structure for decision feedback equalizer.

To obtain the optimum forward and feedback filters, we
need to minimize the MSE at the input of the decision device.
The error between the correct symbol xk+F−1−∆ and input
zk at the decision device is given by

ek = xk+F−1−∆ − zk
=
[
01×∆ bH 01×S

]︸ ︷︷ ︸
b̃H

xk −wHyk, (8)

where
xk = [xk+F−1 xk+F · · · xk−(L−1) ]T (9)

is the correct symbol vector at instant k,

yk = [ yk+F−1 yk+F · · · yk ]T (10)

the received symbol vector at instant k.
The constant S in (8) is given by S = F − 1 −∆, where

∆ is the decision delay inherent in a causal DFE, satisfying
0 ≤ ∆ ≤ F+L−2. The optimum ∆ is given by ∆opt = F−1,
leading to S = 0. The length of the forward and feedback
filters are related to the length of the channel. Furthermore,
the DFE performance is enhanced with F = 2L− 2 and B =
L− 1 [16].

In order to find the forward and backward filter coefficients,
we need to compute the MSE of (8), written as

ξ = E
[
|ek|2

]
= b̃HRxxb̃− b̃HRxyw −wHRyxb̃ + wHRyyw, (11)

where Rxx = E
[
xxH

]
, Rnn = E

[
nnH

]
, Rxy = RxxH

H,
and Ryy = HRxxH

H + Rnn. By the orthogonality princi-
ple [13], the following relation holds

b̃HRxy = wHRyy. (12)

Then, by (11) and (12), the MSE can be rewritten as

ξ = bHR∆b, (13)

where R∆ = Q
(
R−1

xx + HHR−1
nnH

)−1
QT and Q =

[0(B+1)×∆ I(B+1) 0(B+1)×S ]. Equation (13) is a quadratic
form that is minimized by choosing the feedback filter as

b =
R−1

∆ e1

eT
1 R
−1
∆ e1

, (14)

yielding
wH = b̃HRxyR

−1
yy , (15)

where e1 is the first column of IB+1.

IV. PRACTICAL EXPERIMENT

A. Experimental Transmission Settings

The testbed used for the practical experiment consists of a
transmitter and a receiver. Both transmitter and receiver have
digital back-end and analog front-end parts. The analog front-
end transmitter receives an audio file from the digital back-
end transmitter. First, this file is converted into an acoustic
signal that is filtered by an analog bandpass filter (5-10 kHz).
After this, the resulting signal is transmitted through the
UWA channel. At the receiver, the analog front-end converts
the received acoustic signal into an audio file sampled with
fs = 96 kHz and supplies this file to the digital back-end
receiver.

The experiment took place at Enseada dos Anjos, which is
a bay in Arraial do Cabo. The experiment setup consisted of
a vessel that remained anchored throughout the experiment,
and it held the transmitter 20 m below the sea surface. The
receiver was anchored to the ocean bottom near the coast, at
a depth of 10 m and 250 m away from the transmitter. The
experiment setup is illustrated in Fig 3.

Source

Hydrophone

20 m
10 m

250 m

Fig. 3. Illustration of the experiment setup.

B. Digital Transmitter

In the digital back-end transmitter, the original message
consists of a ten-by-ten pixel image. This image is converted
into a bit stream, which is encoded by a convolutional code.
The trellis structure of the code has a constraint length of
7, and the code generator polynomials of 171 and 133 (in
octal numbers), with a rate of 1/2. The encoded bit stream is
modulated by a real-valued binary phase-shift keying (BPSK)
signal alphabet C = {−1,+1}. The BPSK-modulated signal is
upsampled by a factor P = dfs/BWe before going through
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the TX filter. The TX filter is a low pass Hamming filter
with bandwidth BW = 5 kHz and length 501 that shapes the
modulated baseband signal. Moreover, there is an amplitude
modulation, omitted in Fig. 1, that shifts the baseband signal
to fc = 7.5 kHz, generating the passband signal. Then, the
message to be transmitted is concatenated with a pilot signal
used for synchronization purposes. This pilot consists of a
chirp signal with 184 ms, whose frequency varies linearly from
5 kHz to 10 kHz, plus a 92 ms guard time that is used to
avoid interference between the chirp and the signal. Finally,
the block is completed with a guard time period, used to
ensure that there is no interference among blocks. A complete
transmitted block is shown in Fig. 4.

0 0.1 0.2 0.3 0.4 0.5 0.6
-1

-0.5

0

0.5

1

Fig. 4. One block of the transmitted signal.

C. Digital Receiver

The receiver task is to obtain the best estimate of the original
message. The first step in the digital back-end receiver is
filtering the received signal for mitigating interferences from
signals outside the frequencies of interest. For this purpose, a
digital bandpass filter (5-10 kHz) was applied to the signal.
As the sampling frequency is fs = 96 kHz. The signal is
then downsampled by a factor Q = 4, for better use of
computational resources. The result is a sampling frequency
f ′s = 24 kHz. After filtering and downsampling, the received
signal is split into blocks.

Synchronization is vital in this communication system. Each
block is treated separately in the digital back-end receiver,
so the signal stream has to be correctly split. This step is
omitted in Fig. 1, but it is essential for a successful practical
transmission. The synchronization step is depicted in Fig. 5: a
cross-correlation is computed between the received signal and
the chirp contained in the pilot signal. Since every block has
its chirp, the correlation results in peaks marking the beginning
of each block. Thus, the block detector divides the signal into
blocks, each one containing chirp, guard time, and message.
An example of the block detector output is illustrated in Fig. 6.

Within each block, the received message is separated from
guard time and chirp to be processed. The RX filter at the
receiver transforms the passband message into baseband. From
baseband symbols, the vector is filtered again by pulse shaping
filter then downsampled P ′ = df ′s/BWe times. Next stage
is equalization which was discussed in details in Section III.
However, the equalizers need information about the channel to

Cross

Correlation

Block

Detector

Chirp

Received Synchronized

signal blockssignal

Fig. 5. Synchronization process.

be employed. Thus, the channel impulse response is estimated,
modeling the problem as a linear convolution between the
transmitted and received block. The channel impulse response
is computed solving the linear convolution using a least
squares approach. The equalized signal is demapped into
bits and goes into the channel decoder using a soft Viberti
algorithm [10], yielding the estimated transmitted message.
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Fig. 6. One block of the received signal.

V. RESULTS

The performance of the equalizers are evaluated in three
different ways: a qualitative measure of the received image in
each data block, the MSE between the originally transmitted
image and the received image in each data block, and a bit-
error rate analysis. All these results are reported as functions
of the SNR. In this experiment, the SNR is defined as the
signal power at the receiver over the noise power, where the
noise power is calculated during guard time. The measured
SNR obtained in this experiment was approximately 10 dB.
However, to create diversity in the results, we introduced
AWGN noise in the received signal, varying the SNR range
from −4 dB to 10 dB, with a step of 2 dB.

The first results presented are the mean received images.
The mean received image is computed as the mean of the
images calculated from all the 115 received blocks. Fig. 7
shows the mean received images for SNR = 10 dB, which
was the SNR observed during the experiment. For comparison
purposes, the same results are presented for SNR = 5 dB in
Fig. 8. Visually, the results for SNR = 5 dB are different,
showing that the system using the DFE gives the best average
image. However, these analyses are qualitative; to give a
quantitative result the MSE is calculated. The MSE presented
is the MSE between the transmitted image and the computed
images for every block at the receiver. TABLE I presents the
MSE for SNR = 5 dB and SNR = 10 dB, which shows
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that the DFE is the equalizer that provides an image closer to
the transmitted image when compared to the ZF and MMSE
equalizers.

(a) Original (b) ZF

(c) MMSE (d) DFE

Fig. 7. Transmitted image and the computed in the receiver, SNR = 10 dB.

(a) Original (b) ZF

(c) MMSE (d) DFE

Fig. 8. Transmitted image and the computed in the receiver, SNR = 5 dB.

TABLE I
MSE OF THE IMAGES COMPUTED IN THE RECEIVER.

MSE (dB)
Equalizer SNR = 5 dB SNR = 10 dB

ZF −12.6 −21.3
MMSE −14.9 −23.7

DFE −19.4 −25.6

Fig. 9 shows the average BER for all the data transmitted.
The MMSE equalizer had a better performance than the
ZF equalizer, having an SNR gain of 2.1 dB. The MMSE
equalizer always performs better than the ZF equalizer in
noisy environments, since the MMSE equalizer takes into
account the additive noise and compensates it, avoiding noise
enhancement. The DFE outperformed both ZF and MMSE
equalizers, achieving lower BER and having an SNR gain of
5.3 dB over the ZF equalizer, and 3.4 dB over the MMSE
equalizer. The more robust approach to the ISI problem by
the DFE makes its performance the best.

VI. CONCLUSIONS

This work has shown a detailed view of data preparation
for UWA transmission and reception, in which the use of
equalizers was emphasized. All experiments were carried out
in a real scenario in shallow water communication near the
shore of the city of Arraial do Cabo. The ZF equalizer, the
MMSE equalizer, and the DFE were employed to mitigate ISI

-4 -2 0 2 4 6 8 10
10

-3

10
-2

10
-1

10
0

ZF

MMSE

DFE

Fig. 9. BER performance of ZF equalizer, MMSE equalizer and DFE.

and improve BER. The DFE had the best performance among
the equalizers, improving BER by 5.3 dB with respect to the
ZF equalizer, and 3.4 dB with respect to the MMSE equalizer.
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