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Energy and Spectral Efficiencies Trade-off in
Multiple Access Interference-Aware Networks

Alvaro R. C. Souza, Taufik Ao, Fabio R. Durand, Lucas H. Sampaio, Paul Jean E. Jeszensky

~ Abstract—This work analyzes the power allocation problem the EE-SE trade-off has been investigated in [6] considerin
in DS/CDMA systems under the energy efficiency (EE) metric, OFDMA systems and some simplifications in the system
maximizing the transmitted information per energy unit. As the  ,q4e| given the difficulty in the analytical characteriaat
spectral efficiency (SE) is one of the most important performane Thi K t | th isting EE-SE trade-off
metrics and is maximized with infinite power, the trade-off IS WOrk proposes 1o analyze the eX'S_ Ing i ra _e-o
between these two metrics (EE-SE trade-off) are investigatechd  for DS-CDMA systems under matched-filter (MF) detection,
characterized in relation to multiple-access interference (MAI) determining the optimum EE-SE trade-off, as well as to the
power level, resulting that the optimum operating point is the impact of multiple-access interference (MAI) on this trade
max-EE point and the EE limitation imposed by MAI. To o |y order to corroborate the conclusions of this analysi
corroborate these results, we develop two algorithms for power d lop t lqorith f locati .
allocation based on distributed instantaneous SINR level. we daevelop _WO algorithms or_power afloca '_on using game
theory (specially non-cooperative games), since the dvera
network EE depends on the behavior of all users.

II. NETWORK SYSTEM MODEL

For analysis simplicity, we have assumed an uplink direct
quence code division multiple access (DS/CDMA) network.

Keywords— Energy efficiency, spectral efficiency, DS/ICDMA,
distributed power control.

I. INTRODUCTION
Due to the explosive demand of mobile services worlcé—e
wide and to battery lifetime limitations, resource allocat However, the extension for multi-cell multi-carrier mple

techniques in wireless networks had bgcome a great concgrily g systems is straightforward. The received signahdy t
and a challenge to many researchers in the last decadesb Be station can be described as

general, the problems aims to maximize system throughput
given the maximum power or minimize power consumption
given a minimum rate criterium. Besides this scenario, the

increasing importance of rational use of scarce resourceﬁere i the tranémitted power for théth user. hy is
Pk sy Ik

(specially energy), core of Green Communications approa . .
brings the metric of Energy Efficiency (EE), which aim tgﬁe channel gain betwgen t. user and the base stafuon,
onstant during the chip periody is the kth user spreading

maximize the number of transmitted bits per energy unit, . . .
P 9y code,b;, is the modulated symbol anglis the thermal noise

measured in bits per Joule. ; d to be AWGN d .
The problem of maximizing EE is mainly investigated in/ector, assume o 0 be ", Zero-mean and covariance
atrix given byo“I, whereN is the processing gain.

wireless systems for code-division multiple access (CDM,C{S1 X . e

[1], multi-carrier direct sequence CDMA (MC-DS-CDMA) [2] The upllnk_l x K cha_mnel gain vector, considering path

and orthogonal frequency-division multiple access (OFDMA'OSS.’ Sh"?‘do‘.’v'”g and fading effects, bgtween usersgnd tee ba

[3], [4]. The strategy presented in those papers is that gjption, is given byh = [hy, - -+, h], With ; = [h;le"™ and

users transmit at the maximum achievable EE, constrained l;]me.d tolbte .St‘t"‘t'(]f over thel optlmlzatlotn Wg}ﬂl?qw'.ﬁm

the maximum power available. As a consequence, some user he signal- %-m_ er elrence-p us-;:mse ra '?.( ; )]

can allocate the maximum power without transmitting at t the receive signal power to the sum of inter ering power

optimum EE, increasing the generated interference. As CDMAUS background noise, measurgd after demodulation. Adppt
g a matched filter (MF) receiver and random spreading

systems are limited by interference, specially when usirllr% . ]
single-user detections techniques, putting some of these nocauence, the SINR output féth user is given by:

K
Y=Y Prhibise +7 1)
k=1

optimum users in outage can result in interference reductio B pr|hi|? _ pilhel? 5
and greater EE. On the other hand, since rate and spectral K oo o Iita @
efficiency (SE) remain as fundamental metrics for modern J; pilh;l*s;sy + oy

wireless systems, it becomes necessary to investigate the i=1

gap between energy and spectral efficiencies-based atincatvhere I, represents the MAI power level angs? = 1.
processes, determining the trade-off among these two crsetrA QoS Requirements

and the optimum operating point. This issue is an important _ ) .
In order to guarantee the quality of service (QoS), a mini-

opened topic in Green Communications area [5]. Previous%, m data rateR must be provided for each user by the
u Je,min MU Vi u y
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wherew is the system bandwidth arft), is the gap describ- whereC = {1,2,..., K} is the set of players (user)d;} =
ing the limitations and imperfections in real communicatio[0, Py,.x] iS the strategy set for theth user, withP,,., being

systems, approaching to real data rates [8], given by the maximum allowed power for transmission, and the utility
15 function {uy;} is performed by (7).
O loa(5 BERY)” with 0y, €]0;1], (4)  Consider the power allocation for thkth user, py, and

denote the respective power vector of other users as
whereBERy, is the maximum tolerable bit error rate by thih

user [9]. So, the SE is readily obtained from (3): Pk = [P1,P2; -+ s Pk—1,Pk+1,- - -, PK]- (11)

Ck = logy (1 + 0 - i), vk [bit/(s-Hz)]. (5) Hence, given the power allocation of all interfering usexrsy,

o . the best-responsef the power allocation for théth user can
From (3), the minimum data rate for thigh link, Rx min, pe expressed as

which is able to guarantee the QoS, can be easily mapped into

the minimum SINR p?“=a&ﬁLk)=a@nﬁX1%@mpfw, (12)
R min
Vkmin = R , Vk=1,...,K. (6) Wherefi(p_;)is thekth best-response function. Finally, the
' Ok distributed energy-efficiency problem with power constrai
I1l. PROBLEM FORMULATION under non-cooperative game perspective may be posed by:
In a MAI limited communication system, théth user N ax & = a ax 0 F(ve) (13)
selfishly (non cooperative approach) allocates his owrstrain TEIAX Sk = AB AN ATk D

power p; in order to maximize his own energy efficiency s.t. 0 <pr < Phax
function, given by [10]: _ ) o )
which solution consists in adopting the best-responséegiya

€ = Tk£ f ) [ bit } 7 Vk=1,...,K (7) foruserk.Indeed, the best-response strategy consists in obtain
M pi + pe Joule the best user utility function (EE) individually for eacheus

where M is the number of bits in each transmitted datdS Posed by (12).

packet; L is the number of information bits contained in

each data packep. is the circuit power consumption, andB. Best SINR Response

f(v) is the efficiency function, which approximates the gince the EE utility function (7) depends pp and~, and

probability of error-free packet reception. Given a nog@d pqih of them are related, we can defineas a function oy,
communication, it can be approximated by [11] using (2), obtaining

Flw) = (1 —e )M, (8) I, + o} ~
Pk = %W = YieIg, (14)

which is widely accepted for BPSK and QPSK modulation. ~

It is worth noting that both transmission power and circulhere I, is the multiple access interference plus noise nor-
power consumptions are very important factors for energfalized by the channel gain. Applying (14) into (7) and
efficient communications. Whiley, is used for reliable data taking it's first derivative % = 0), we can determine the
transmission, circuit power represents average energy c&RINt(S)~; that maximizes theith user's EE. So, after some
sumption of device electronics [4]. Besides, note thatis Simplifications, the solution 0% = 0 for a fixed value of
measured i 72|, which represents the number of succesdy, is given by

oule

ful bit transmissions that can be made for each energy-unit

drained from the battery and effectively used for transiorss Me™* logy (1 + Opyi) + M — (15)
: g2 EVk 110 o
In a more general context, we can define the global energy _ (1+ 6yx) In
efficiency function as the ratio of the total achievable citya Io(1— e ) - (ypdy 4+ pe) - logy (1 4 Opye).

over the total power transmission consumption:

e eref (1) { bit ] |

Prot Joule

In order to guarantee that (15) has only one maximizer, we
introduce the concept of strict quasiconcavity, definedla$: [
Definition 1 (Strict quasiconcavity)A function z, that
K L maps a convex set ai-dimensional vector® into a real
where Proy = > 21— (pk + pe), andéy, = (H)k number is strict quasiconcave if for ary,xs € D, x; # Xa,
L . L A 1—\ > mi , , Aelo,1]. (16
A. Distributed Non-cooperative EE Power Optimization Gamez.( ler( _ ?’_(2) i {_Z(Xﬁ Z_(XQ)} . [. I (16)
The network energy efficiency depends on the behavior Yj\flth this definition, the strict quasiconcavity af, is summa-
all users; so, the power control can be properly modeled aé'zaed by Lemma 1.

non-cooperative game [12]. In this context the non-codpera . Lemma 1 (Stn.ct qqasmoncgvny Qf“):.The utility - func-
power control game is defined as tion uy,(py, p—) is strict quasiconcave ipy, _
This result is very important in the proof of existence and

G =K, {A}, {us}] , (10) uniqueness of the system equilibrium. However, due to space
limitation all proofs are not developed herein.

€=

©)
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« 10° EE-SE trade-off x Number of active users — dim =100m
IV. INCREASING INTERFERENCEEFFECT AND NASH * AK=9) E v
EQUILIBRIUM ON EE-SE TRADE-OFF e / AK=3)
In this section we present the trade-off between non- _ ’ S
cooperative energy-efficient and spectral-efficient poean- 2 S ke
trol schemes. This trade-off is determined by the MAI level, gl's’ J/ ,/:_g_‘j’\: P =i0dem | £
which is responsible by thgap among the maximal EE and ¢ / /;' Ee, -K=-3| | 2
the optimum SE (only attainable with infinity power alloca- 3 1} Sl - —EE,-K=6 | &
tion). In realistic interference-aware systems the insirep & KA IE - - BBy k=9
number of active users brings to an increment on system .| S zEMFEE ]
capacity; therefore, the SE of the system grows accordingly S 9’: : e ke
We define thegap between the max-EE and the opt-SE as i s ‘ - .
0 1 2 3 4 5 6
A= C(FYZ,SE) _ C(’YZ,EEL [blt/(s . HZ)] (17) a) Spectral Efficiency (bit/s/Hz)
6 EE-SE trade-off x Number of active users — d._ = 100m
and then characterized its reduction when the interferiavest ar2® = - 1
increases. To quantify this effect, we have defined the @ogpl An(ng;r?) ‘_I I/?
network parameter K -/
B = (|hl?) / (|h;|?), k:interest j # k : interfering users g ; / f
> o - —
where () is the operator temporal average. We consider a § ) S P Prnax = 1 9BW 7055
ring cell geometry, where théth interest user is located at & E S e EEye-K=3|| 8
the interior radius ) and the interfering K — 1) users are s S - 'EEWZEfi
located at the exterior radiugif:c.), varying the number of ~ *“ R T e e s
interfering users and exterior radius size (to affect the ydr =9 o _sEr k=6
factor). Hence, in Fig. 1, the max-EE and the opt-SE are ol ;5" ﬁ — = SE,.-K=9
presented and parameterized in terms of the system loadin o - ' . : s 5 . s 20
andd; ;. i > 2. It is clear thegap reduction between the ) Spectral Efficiency (bits/Hz)
max-EE and the asymptotic-SE when the interference level . o o oo ot ntertering users distance (k = 6)
increases. Even increasing the maximum power (increasing 3 nazeom_ [ 7 7 10
the maximum SE achievable), we observe the same behaviol no gap S I
besides the EE reduction given the MAI level increasing S /:(;Zmoé)i
(approximately two magnitude orders). Table | shows the - s e
system parameters used in this hypothetic simulation sicena 3 2| S, 1
Given the fact that in real communication DS/CDMA sys- £ Gt z
tems the interest is in high system loading which implies in £ R L™ _ 1° g
higher MAI, we observe that the optimal SINR for the EE-SE & Do o Eij‘igg: &
trade-off is the SINR that maximizes EBj(y;;). As we can & L EE-d .=6om |
see from Fig. 1, when the number of users is increased, the ga _ _ SE-d_=200m
between the SE at the max-EE point and opt-SE is reducec : - - - SE-d, =100m
and even become null. We can see from Fig. 1.d, in some case : SE - by, = 80m
the MAI power level is so high that makes impossible to some % KR 5 °
. . . . . c) Spectral Efficiency (bit/s/Hz)
users achieve the max-EE point without using a higher power
than the maximum power allowed. In that cases, these user  x10®  EE-SEtradesoffxnterfering users distance (K = 6) s
allocate maximum power to achieve the bigger EE they can 2 E
since the utility function is strictly increasing in the énval m A ‘ I ]
[0, p;]. This approach increases the MAI power level, which 4| ; wd ';\wOm) . |
could reduce system’s EE; however, if some of these non- g e N
optimal users are put in outage, we can increase the enerc % °| ,",' A (dy = 200m) | s
efficiency as a consequence of the MAI level reduction. g al ,' : , L o= LABW §
When circuit power consumption is much smaller than the g . : &
transmitted powery(. << pg), an interesting result emerges: g& /', S
the optimum SINR obtained from the EE optimization problem 2} S eel
in (15) is the same for any MAI 'Ie\(el, 'While'the asymptotic | S }'_’:Mdlng(]m)
SINR necessary to the SE maximization still related to the S - /—_,',’,’ . nogap
interference power level.. Hence, under this hypothesis, the  o~———F—=———
best SINR for max-EE criterium depends only on the system d) Spectral Efficiency (bits/Hz)

parameters, such as max-BER (QoS), modulation level, godilg_ L EESE trade.of dering different interfer ) d
. . . . 1g. 1. - rade-ofls considering ditterent Interrgriscenarios an
and packet coding size. It is worth noting that when the MALZ .~ power. a) and b) Fixelerr = 100m, 8, = 0.50, K € [3, 6, 9];

¢) and d) FixedK = 6, dingere € [200, 100,80]m, By, € [0.25,0.50,0.63).
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increases, the transmitted power becomes higher and indeeBefinition 2 (Nash Equilibrium):An equilibrium is said to
the conditionp. << p; holds, and the optimum SINR valuebe a Nash equilibrium if and only if any user cannot improve

tends to converge. their response by changing unilaterally the optimum value
TABLE | achieved [12]. In the context of the energy-efficiency peot
EE-SE TRADE-OFF ANALYSIS
Parameters Adopted Values Uk (P P—k) = Uk(Pr, P—k)s Vpr # Pi- (18)
Noise Power DS/CFI,DTLM;A_QO [aBm] Algorithm 3 EE-SE-Rj min and Verhulst Power Allocation
Processing Gain N =15 Initialization: Kout = {}
Max. power per user Prax = 10 [dBm], 1 [dBW] Execute Algorithm 1, obtaining*;
Interest user distance  d = 50 [m] Compute achieved SINRy{) and rate ) for each user;
Interfering users distance dintert = (80,100, 200] [m] Compute the optimum SINRy{) for each user;
Packet size M = 80 [bits] ComputeK o.:, Wherek € Kou: if v < v and Ry < R min;
Data bits L = 50 [bits] if {Kout} #0
Maximum BER BERy = 107° Choose user with worst channel gain ... (j-th user);
Circuit Power pe = 7 [dBm] Sety? = 0;
Bandwidth w = 10° [Hz] Restart.
Channel Gain end

Path loss xd Output: p}, Vk (EE-SE trade-off solution WithRy, ;
Fading coefficients Rayleigh distribution, utput: px (BE- rade-off solution Witffy min)

mean over 5000 samples . . A
Verhulst PCA The conditions for the existence of the Nash equilibrium

Convergence factor =05 in the EE-SE trade-off non-cooperative game, implicit in
Number of iterations Ny, = 500 Algorithms 2 and 3, are summarized by Theorems 1 and 2:
Theorem 1:The system achieves at least one equilibrium
V. PROPOSEDEE-SE AL.GORITHM p* for Algorithm 2, andp,...,p},...,p% € p* are defined
The proposed algorithm to implement the optimal EE-Sky the following conditions:
trade-off solution is described in Algorithm 2 and is based 1) If pj, < Puax and B(uk(gmpik)) =0, thenp; = py
on Verhulst power control algorithm [14]. On the other hand, Pr

Else,p; =0
in order to avoid users’ outage, in which users are not ableTLeoremp;'The svstem achieves at least one equilibrium
to achieve the optimal SINR in terms of EE (due By ax Y 9

for Algorithm 2, with obeying the conditions:
constraint), but are able to maintain the minimum data rat% g pu’“k(ikpp ) ying

Ry.min, an alternative algorithm is proposed in Algorithm 3. 1) If pr < Prax andT =0, thenpy = pk
Both algorithms uses the same structure, that correspands t2) If p, = Py, W’;# £ 0 and Ry > Rigmin,
the basic algorithm defined in the literature [11], [1], [3]da thenp; = Prax
presented in Algorithm 1. 3) Else,p; =0
Algorithm 1 Basic EE Power Allocation Algorithm [1], [11] The first condition in the Theorem 1 occurs when the user
Initialization: i < 1, Ny, pel0] = o2, Vk has sufficient power to achieve the optimum SINR point;
fori=1: Ny the second one occurs when the user cannot achieve the
fork=1:K: optimum point (the outage scenario). The first condition in
Evaluatel), (via SINR, measurement); the Theorem 2 is the same condition of the first condition
Find ~;, by solving (15); of Theorem 1; however, when the user cannot achieve the
Find py, iteratively using Verhulst Algorithm [14]. maximum efficiency but is able to achieve a minimum rate
end criterion, in the second conditiorkth user set his transmit
end power to the maximum available. Finally, when the two criter
Output: pj Vk fails, the user must set his Tx power to zero.

The uniqueness of the Nash equilibrium for both non-
cooperative games is summarized in Lemma 2.

Lemma 2:When the equilibriump* is achieved without
removing any user, this Nash equilibrium is unique. When is
needed to remove any user, multiple equilibriums couldtexis

Algorithm 2 EE-SE with Verhulst Optimum Power Allocation
Initialization: Kou = {}
Execute Algorithm 1, obtaining*;

Compute achieved SINR and optimum SIN{Z ) for each user;
ComputeK,,:, wherek € Koyt if v < 715

if {Kous} # 0 but for our adopted criterion, the equilibrium is also urgqu
choose user with worst channel gainAf,..: (j-th user);
sety; = 0; VI. NUMERICAL RESULTS
Restart. In this section, some changes are introduced in the system
end parameters in Table I. Analysis hereafter assumes a ring
Output: pj Vk (EE-SE trade-off solution with max-EE) geometry, with internal radius,; = 50m and external radius

rext = 200m, with K mobile users uniformly distributed
Existence and uniqueness of the achieved equilibon ~ U[rin, rex], @and the base station in the center of the
ums. Given that the equilibrium is defined byp* = ring. The processing gain was assum®&d= 63; maximal
(p%,...,p%, .-, D5), the Nash equilibrium can be defined astransmitted power per user waB,.. = 10 dBm, while
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circuit power was fixedp. = 7 dBm per user; number of
mobile terminalsK € {2; 15}. For all users, same QoS have
been adopted, i.e., maximBER; = 1072 and Ry, = 500
[kbps]. Fading is modeled as Rayleigh distribution (mojiule
simulated by a complex Gaussian random process, with zero
mean and variance given by?. In order to analyze the
average network behavior, the average results have been tak
over 2000 realizations with random positions, channel and
spreading sequences. We assume that the mobile transmitter
has perfect channel state information (CSl) available,thet
measurement of other mobile users’ CSI can only be made
through the quantized bits transmitted by the base station.
Figs. 2 and 3 present four metrics to analyze the two
proposed algorithms: sum of rates of all usérs,R, sum of
power consumption, including the circuit pow®r, P, overall
energy efficiency and the outage probability. The first three
metrics also bring the comparison with the classical apgroa
[1]. From Fig. 2 one can conclude that the Algorithm 3 obtains
the best result for sum rate maximization, mainly when the
system loading increases, since only a user is dropped when
the rate achieved by this user is lower than the minimum
rate R.,i,. AS a consequence, the power consumption (right-
side axis) is increased, because any user that doesn’tvachie

RO DE 2012, BRASA, DF

Energy Efficiency x System Loading (N = 63)
T T T

o) —O— Algorithm 2
10 —0O— Algorithm 3 b
—O— Algorithm 1 (Lit)

Energy Efficiency (bit/J)

10 L L L L L L
0.03 0.06 0.09 0.12 0.15 0.18 0.21 0.24

a) System Loading (£)

Percentage of users in outage x System Loading (N = 63)
60 T T T T T

—O— Algorithm 2
—— Algorithm 3

a
=]
T

Percentage of users in outage

the optimum SINR tries to achieve it using maximum power 0 4 ®  otatveusers 9 12 1
allowed, increasing remarkably the interference level. Fig. 3. a) Energy Efficiency and b) outage probability.
<107 Sum Rate x Sum Power x10

3

—O— SR (Alg. 2)
—0O— SR (Alg. 3)
—<O— SR (Alg. 1 - Lit)
- O - SP (Alg. 2)
- O - SP (Alg. 3)
— O — SP (Alg. 1 - Lit)

300 [1]

2.6

% (2

—

> R (bps)

150
255 [3]
100
-0 0
o 0 -0-0 095 [4]
& g~
1 . . . . . g 25
2 4 6 8 10 12 14 13
# of active users (K) > R (bps) [5]

Fig. 2.  Sum rate versus Sum Power for the proposed algorithms.

Fig. 3.a indicates that the rate improvement obtained by thél
Algorithm 3 and literature’s approach reduces the system'’s
energy efficiency, once that there are users transmittinly wi[7]
non-optimal powers. The best-response in terms of ener%/
efficiency is achieved by Algorithm 2, but incurs in more gser ]
in outage (Fig. 3.b). Although there is a marginal poweerat g
trade-off difference among the two proposed algorithmsh bo

are more energy-efficient than the common literature ambr.oa[lo]

VIl. CONCLUSIONS

In this work we have analyzed the distributed energfy%l]
efficiency (EE) cost function taking in perspective the two
conflicting metrics, throughput maximization and the pow {2]
consumption minimization. We have found that SINR on thgs
max-EE equilibrium depends on the MAI power level when
considering circuit power, mainly when MAI level is low.
As the interference increases, the EE-SE tradeggsip is
reduced; the optimum SINR is that maximizes EE. Finally, we
have shown that removing non-optimal EE users allows better
energy-efficiency, at the cost of higher outage probability

(14]
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