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Reduced Rank Adaptive Filter with Variable Step
Size for Impulsive UWB PLC Systems

Marlon Lucas Gomes Salmento, Eduardo Pestana de Aguiar amk8Vidal Ribeiro

_ Abst_ract— This paper addresses the recep;ion of_ uws sy_mt_)ol
in an impulsive UWB PLC system. Regarding this topic, it is of the step size and its combination with the SM. Section IV
introduced the use of the Delta-Rule-Delta technique togber deals with performances and the computational complexity

with the SM concept to decrease the computational complexit | d h ith . ks. Finall
of Reduced-Rank Adaptive Filter. Performance analyzes rexal analyses and compares them with previous works. Finally,

that both proposed techniques together with set-membershi Section V presents the conclusions and final considerations
concept can result in substantial improvement ( computatioal
complexity, bit error rate and convergence rate), when theyare
compared with previous approaches. The performance resuitare Il. PROBLEM FORMULATION

rri n indoor PLC channel rr he presen . . .
g? AS\?G?\IUtn%ise_dg?na”y’CacCim;ufaggn;ptfgm%e;ig, paﬁZ?y;e Considering the block diagram of a baseband and discrete-
shows that the proposed techniques for adapting the coeffients time system model adopted for modeling the receiver for
of the Reduced-Rank Adaptive Filter offer the lowest complgity  single-user impulsive UWB modulation scheme for a PLC

in term of number of multiplications and additions and highest System, shown in F|g 1. Note tha-‘[k-] is the M_ary pulse
convergence rate.

Keywords— Power Line Communications, UWB modulation, v[n)
Reduced-Rank Adaptive Filter, Adaptive Algorithms.
«l | mop | , 7n] A\ r[n] i [k]
|. INTRODUCTION | uwB hin] &, G()

One of major challenges in adaptive filtering area is to per-
form t_he signal processing with low c_omputatlonal commem Fig. 1. The block diagram of UWB PLC system.
and high convergence speed. For this, several technigwes ha
been investigated among which stands out the filter Reduced-

Rank Adaptive Filter (RRAF) [1]. Filtering with reduced-2Pitude modulation NI-PAM) constellation, s[n] is the

. . . . . modulated symbolh[n] is the impulse response of a linear
rank is a technique which has gained considerable attention, . : :
. . - and time invariant PLC channef]n| denotes the output of
in recent years due to its ability to converge from a reduce

L . . . c(}j\annel free of noise and finally[n] is the additive noise.
training set and due to its low computational complexity. A M-PAM modulated bol sianal b ted as:
Current research indicates that the use of RRAF with set- i modulated symbol signal can be represented as.

membership (SM) [2] increases the speed of convergence. o
Therefore, the investigation of the RRAF technique with SM sin) =VE Y alklyaln — kN, )
for receiving symbols in an Ultra Wide-band (UWB) Power- k=—00

line communication (PLC) systems is of great interest, Sin‘&vhereN

: . h d its in sh ) » is a UWB symbol periodF is the pulse energy and
Increasing the convergence speed results in short trainifig, ) is the discrete time domain representation of the UWB
sequence and lower computational complexity.

. . . . _pulse.
In this context, this article discusses the use of RRAF WIE‘I The received signal can be denoted as

SM and a technique that controls the dynamics of the step

size, which contributes to increase the speed convergernte a _ 0
decreasing the RRAF computational complexity even more r[n] =7[n] 4+ vln] = Z simlhln —m] +vln],  (2)
and, consequently, enable the implementation of an impailsi m==00

UWB PLC systems for low cost applications, such as smajfich thatN; = N, + N, is a UWB frame period and
appliances, machine-to-machine and vehicular applicatio N, is the guard interval. Now assuming thaf. is the
The paper is organized as follows: Section Il presents thfpuise response duration of PLC channel. It is important
problem formulation and the RRAF technique. Section It digg ensure thatV, > N, in order to avoid the occurrence
cusses Delta-Rule-Delta (DRD) technique for dynamic updasf |nter-Symbolic Interference (ISI) in UWB impulsive sys-
Marlon Lucas Gomes Salmento and Moisés Vidal Ribeiro, tt=d Engi- tem. According to adopted formulation, we define the vec-
neering Department, Federal University of Juiz de Fora, deiFora-MG, Bra- tor r[k] = [r [kNy] r[kNy +1] ... r[(k +1)N; — 1]]*, Ny

zil, E-mails: marlon.lucas@engenharia.ufif.br, mrib@rengenharia.ufif.or.  consecutive samples[n]. The k-th estimated symbol%[k]
Eduardo Pestana de Aguiar, Industrial and Mechanical Eeging btained b vee () i
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ral University of Juiz de Fora, Juiz de Fora-MG, Brazil, Edmadu-
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The decimation matrid € RP*Ns is expressed by

Among several proposals f@(.) found in the literature, this
paper analyzes the use of RRAF introduced in [1] to represent
the operatoG(.) and investigates the use of variable step size.

The block diagram of RRAF is shown in Fig. 2, which is

constituted by an interpolator filtaf/k], a decimatoD and a
reduced-rank filtew([k].

< <
rplk] V[k] 7 (k] Dl 7(k] W[’»] z[k]
Adaptive |, ce[k]
algorithm

Fig. 2. The block diagram of RRAF.

The input vectorrg[k] is filtered by interpolator filter
V[k] = [volk]...vn,_1[K]], where N7 is the length of the
interpolator filter. Finally, the interpolated vectors[k] €
RNs*1 is expressed by

7plk] = VT [k]r k], 4)

M1 000 000 07
— |0 010 000 01, @
K 000 010 ]

whereD = |N;/L|, |z] = max{m e Z | m <z}, L is
the decimation factor. In the matri® there is only one
component equal per line and its position follows the rule
0 ... 0 1 0 ... 0
N———— N———— ’

(p—1)L zeros Ny—(p—1)L—1 zeros )
wherep = 1, 2, ..., D is p-th line of matrixD. The vector
projection7z[k] in the matrix spac® is expressed by
Tplk] = D7glk]
_ )
= DR, [k]V[k].
The error at the output of the the RRAF is given by
elk] = a[k] — W' [K]7 K], (10)
wherew[k] = [wo[k]...wp_1[k]]T is the reduced-rank filter

andz[k] the transmitted symbol.
Finally, an the estimate d&th transmitted symbol is given
by

#[k] = W" [K]DR, [k]V[H], (11)

whereV[k]e RN *Ns is a Toeplitz convolution matrix that is or

expressed by

[ Vo [k?] 0 . 0
Vo [k] ‘e 0
UN;—1 [k] e 0
Vik]= 0 lefl[k] Ce 0 (5)
0 0 0
0 0 Vo [k]
To facilitate the mathematical description of RRAF,
#olk] = VT [k)r oK) ©
= RolkV[K],
whereR,c RNs*N1 is denoted by
ro[k] 1 (k] TN, —1[k]
rilk] - ralk] 7N, K]
Rolk] = (7
Tfol[k] TNy [k] 7anJrNI*Q[k]

#[k] = VT [k)RE [k]DT w[k]. (12)

Next section we present a RRAF with SM that makes use
of a variable step size technique to update its coefficients.

I1l. PROPOSEDTECHNIQUE

In this section we introduce a technique for training RRAF,
by updating step size, which contributes to increase the
convergence speed of RRAF and decrease the computational
complexity.

A. RRAF with Set-membershipnd DRD

The use of adaptive filters that have improved convergence
speed receiver. Currently, there are several techniquegia-
mically adjust the step size of a typical Steepest Desced} (S
kind of algorithm in the literature. Currently, there areeml
techniques to dynamically adjust the step size of a typical
Steepest Descent (SD) kind of algorithm in the literature,
where is cited by [2]. Among these techniques, deserve apeci
attention Delta-Rule-Delta (DRD) [3].

The DRD technique is a procedure in which for each
iteration the coefficients individually contribute to réathe
minimum of the cost function. If it does not, the coefficients
are individually subjected to a procedure which ensuret tha
Therefore, the DRD technique seeks to correct the presented
problem in SD, which significantly influences the convergenc
speed of it.
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Applying DRD technique [3] in RRAF, the update equation
of w[k] is now expressed by: In this case, the Normalized Least Mean Square (NLMS)
is used to update/[k] filter. The combination of (13) and
Wik + 1] = wlk] = (1 — aw)Aw[k]|VwJ (V[E], W[k]) + awAWIK], 51y results in the RRAF-DRD technique. On the other hand,

here J (vl wikl) is th ; ) Ak RD(E’)) the combination of (17) and (21) results in RRAF-DRD-SM
where J(v[k],wl[k]) is the cost function and\,[k] € technique.

is a diagonal matrix responsible for updating the coefficien
of w[k], and is expressed by
IV. NUMERICAL RESULTS

0wkl ... 0 In all simulations, we considered that the transmission
Aylk] = i i _ i ., (14) bandwidth is at the baseband in the frequency band from 0

: : K : up to 50 MHz (frequency bandwith i = 50 MHz) and

0 0 coo pp-1lk] sampling frequency equal to 100 MHz. Also, we used a typical

indoor PLC channel, which was measure in one house in Juiz
where (k] is the step size associated with th¢h filter de Fora city Brazil. Fig. 3 shows its magnitude response.
coefficientw; [k]. The updating rule, in accordance with the
DRD technique, is expressed by

;K] + K, it Ok + 1.7 (v[k], w[k]) > 0
wiliet=d k] = KwplK], i Ok + 1)J(v[K], w[k]) < 0
0, otherwise
(15)
wherej =0, 1, ..., D—1,aw E R|0< aw < 1, Ky € R

a constant responsible for increasing and decreasing the va
of step size and

Ok +1] = (1 — pw); J(V[k + 1], W[k + 1]) + pwOIK],
(16)
wherepy € R|0 < pw < 1 is a constant and; is the partial
derivative of the cost functio/(v[k],w[k]) against thej-th ‘
coefficient. 0 10
Analyzingu, [k+1], it is possible to conclude that it is incre-
mented only when the partial derivative for the next itenati
coefficient has the same sign of the current partial devigatiFig- 3. Magnitude response of the chosen indoor PLC channel.
coefficient, i.e., if for some reason the coefficient movetha
opposite direction to that resulting at the minimum value of The additive noise, was Additive White Gaussian Noise
the cost function, so it is redirected to converge for théitrig (AWGN) as described in [4]. Also, we assumed tHat/ Ny

[H(®)I (dB)

i i i
20 30 40 50
Frequency (MHz)

direction. refers to the relationship between the normalized bit gnerg
The combined use of the DRD technique and SM in RRABNd power spectral density of the background noise. The basi
results in the following update equation: function of the UWB pulse is the first derivative of Gaussian
pulse, which is described in [4]. The modulation used was 2-

Wik + 1] = w(k] — A[k], (17)  pAM. The number of samples that UWB pulse wais = 20

samples. The adopted frame period weg = 119 samples.
The length of the impulse response in the discrete time domai
Alk] = (1 — aw)psmr [k]AW[E] VwJ (V[E], Wik]) + B[E], was set a89% of the total energy of the channel, &, = 100
(18) samples.
Blk] = awpsar [k]Aw([k] (19) The techniques discussed in [5], NLMS and NLMS com-
bined with SM (NLMS-SM), were applied with RRAF. They
and were compared with RRAF-LAMARE [2] and with the tech-
{ 1— Qo if Je[k]] > Y niques introduced in this paper (RRAF-DRD-SM and RRAF-
psmr k] =

where

Tl : (20) DRD). The threshold values for SM were defined gs=
0 otherwise
’ ¥ = /2002, whereo? is the noise variance. The parameters
For the filter v[k] will not apply the use of variable stepadopted in the DRD technique weeg, = 0.3, Kw = 0.001
size by DRD and SM, since the filta/k] showed unstable @d pw = 0.5. The convergence speed is evaluated through

behavior as verified in our simulations. Thus, we upddt¢ the Mean Square Error (MSE) curves and the performance as
by using a function of BERx E,,/Ny. Finally, the MSE is given by:

V[k + 1] = V[k] + n[k]VvJ (V[E], W[k]). (21) MSE = E{|e[k]|*}, (22)
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where E{.} and |.| denotes the expectation operator and 2) Computational Complexity Analysis. Table | shows the
absolute value, respectivally. All performance curvestaee computational complexity per iteration in terms of numbgr o
average results of 30 Monte Carlo simulations. multiplications and additions for each technique.

1) Convergency and Performance Analysis. For the analy-

sis of convergence speed we adopfegd/ N, = 20 dB. For TABLE |

the RRAF we COﬂSidereﬂ) _ 60 and for interpolating fllter COMPUTATIONAL COMPLEXITY PER ITERATION FOR RECEIVING

N; = 56. Fig. 4 shows convergency curves for proposed TECHNIQUES

and previous techniques. We see that RRAF-DRD and RRAF-

DRD-SM provide improved convergence rate and RRAF—spgue MuTfplications Additions

DRD-SM techniques result in higher rates of convergence RRAF-NLMS — D(4Ny +3) + 2 D(N; +1) — Ny
RRAF-NLMS-SM ~ D(4Ny + 3) + Ny + 4 D(4Np + 1) — Np + 2Nj

speed. RRAF-LAMARE 3N D + 2Ny + D + 12 3N;D +2Np — 1

RRAF-DRD N;i(3D+ 1)+ 45D +5 N;(3D'—2)+5D +3

RRAF-DRD-SM  N;(3D + 1) +4.5D + Ny +8 N;(3D —2) + 5D + 2N +2

RRA;:—NLMS i . .
RRAF-NLMS-SM | Based on Fig. 6 shows computational complexityp. The

— — — RRAF-DRD-SM . . . .
RRAF-LAMARE computational complexity is given by the sum of the number
RRAF-DRD u

of multiplications with additions. To obtain these curves
consideredNy = 119 and N; = 56. Note that RRAF-
DRD and RRAF-DRD-SM attained the smallest computational
complexity.

MSE

10

i i i i
0 1000 2000 3000 4000 5000
symbols

Fig. 4. Convergency: indoor PLC channel.

Computational Complexity

The performance analysis of RRAF during training is car- s
ried out with the coefficients found for[k] andw[k| after a
training of N = 5000 symbols. The choice aV; = 5000 is
to ensure that the MSE has achieved a steady state conditio )
Fig. 5 shows the BER curves E,/N, for all techniques. ' 20 40 G0 8 100 120 140 160 180 200
When we compare the proposed technique with previouc
ones, an improvement higher than 4 dB can be observed at
BER= 103. Fig. 6. Computational Complexity D.

RRAF-NLMS

RRAF-NLMS-SM

RRAF-LAMARE

RRAF-DRD

- = = RRAF-DRD-SM
H T

0 Carefully analyzing Fig. 6, we can state that RRAF-NLMS-

[EESTIE HEESEEE FHE ISR S HE S SM and RRAF-NLMS showed similar computational com-
plexity. Also, RRAF-DRD and RRAF-DRD-SM presented
similar complexity ( see red curves are over the blue one in
Fig. 6).

V. CONCLUSION

This paper discussed the application of PLC system based
on impulse UWB modulation when indoor PLC channel is
corrupted by the presence of AWGN noise. We presented the
impulsive UWB PLC system receiver that uses the RRAF,
resulting in techniques RRAF-DRD and RRAF-DRD-SM.
—— ——— S S Between the proposed techniques RRAF-DRD-SM, achieves
246810 (dB)ﬂ 4 18 18 20 the best performance in terms of BER E,/N, curves

o obtaining gains of 4 dB at BER 10~ with respect to RRAF-
LAMARE and achieving the lowest computational complexity
Fig. 5. BER curvesx [, /No in the presence of AWGN noise. and highest convergence speed. Future works will consider

RRAF-NLMS
RRAF-NLMS-SM
RRAF-LAMARE
RRAF-DRD

- = = RRAF-DRD-SM

10™
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an analysis of more noises that corrupt the PLC signal, like
narrowband, impulsive periodic synchronous to the main fre
guency, impulsive periodic asynchronous and impulsive-non
periodic.
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