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Near ML Uplink Detection for Large Scale MIMO
Systems

Alexandre Pereira Junior e Raimundo Sampaio-Neto

Abstract— Transmission systems known as Massive Multiple-
input Multiple-output (MIMO) offer exciting opportunities due
to their high spectral efficiencies capabilities. On the other hand,
one major issue in these scenarios is the high-complexity detectors
of such systems. In this work, we present a low-complexity,
near maximum-likelihood (ML) performance achieving detector
for the uplink in large multiuser MIMO systems with tens to
hundreds of antennas at the base station (BS) and similar number
of uplink users subject to antenna correlation and lognormal
shadowing channels. The proposed algorithm is derived from
the likelihood-ascent search (LLAS) algorithm and it is shown to
achieve near ML performance as well as to possess excellent com-
plexity attribute. The presented algorithm, termed as random-list
based LAS (RLB-LAS), employs several iterative LAS search
procedures whose starting-points are in a list generated by
random changes in the matched filter detected vector and chooses
the best LAS result. Also, a stop criterion is employed in order
to maintain the algorithm’s complexity at low levels. Near-ML
performance detection is demonstrated by means of Monte Carlo
simulations and it is shown that this performance is achieved with
polynomial complexity on /N; with order less then 2 per symbol,
where N;: denotes the total number of uplink users antennas.

Keywords— Massive MIMO, LAS detection, Near ML detec-
tion.

I. INTRODUCTION

The use of multiple-input multiple-output (MIMO) systems
has its roots on the need to achieve greater transmission
rates on wireless communications. In order to address the fast
growth on the capacity demands experienced in the last years,
MIMO techniques were vastly adopted and has become very
popular due to the several advantages they offer, including
transmit diversity and high data rates [1], [2], [3], being
employed at single-user services such as WiFi, WiMAX,
and LTE, as well as at multiuser scenarios such as LTE-
Advanced and IEEE 802.1 lac [4], [5]. Besides, the number
of antenna elements employed at these systems has been
increasing and tends to get even larger due to its potential
to achieve extremely-high system throughput [6].

MIMO systems are especially suited when the base station
(BS) or access point is equipped with lots of antennas. In such
scenarios, massive MIMO systems that achieve extremely high
capacity were proposed [6], [7]. In these systems, the number
of antenna elements surpasses the order of hundreds antennas.
The main issues in realizing such large systems include low-
complexity detection and channel estimation. In this work,
we approach the complexity of the uplink detection problem
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in a multiuser MIMO system with large number of antenna
elements. Known algorithms such as zero-forcing or minimum
mean squared error (MMSE) spatial filtering, sphere deco-
ding [8], and QRM-MLD [9] require matrix inversion which
complexity is proportional to the cubed number of antenna
elements. In order to reduce this complexity, several MIMO
detectors have been proposed based on search strategies such
as the Likelihood Ascent Search (LAS) algorithms [10], [11],
[12] and search algorithms based on the reactive tabu search
[13]. Also, MIMO detectors based on Belief Propagation (BP)
strategies [14] and detectors based on simulation strategies
such as the Markov Chain Monte Carlo (MCMC) detector
[15] were proposed.

Here, we present the Matched Filter Random-List Based
LAS (MF-RLB-LAS) algorithm as proposed in [16], that
consists on an iterative process composed by several one-
stage complex LAS detections. At the first iteration, the LAS
procedure starts with the Matched Filter (MF) detection result
and, for each of the following iterations, the starting-vector
of the LAS procedure is derived from random changes in the
MF detection result. The number of iterations is controlled by
a stop-criterion that considers the ML cost of the best LAS
result so far as well as the first and second-order moments
of an error-free decision. The final decision is the LAS search
result that achieved the least ML cost. In this work, we extend
the results of [16] by considering multiple transmit antenna
users, log-normal shadowing and transmit and receive antenna
correlation effects. Also, we present a clearer complexity order
analysis on the number of required floating-point operations
(flops) of several LAS based detectors for this more realistic
scenario. Performance results in terms of bit error rate (BER)
and computational complexity, evaluated by means of Monte
Carlo simulations, are presented and discussed.

The remainder of this paper is organized as follows. After
introducing the system model, as well as the considered
scenarios, the complex LAS procedure and the MF-RLB-
LAS algorithm are shown. Numerical Bit Error Rate (BER)
performance and complexity simulation results are presented
and discussed at section IV. Finally, at section V, some
conclusions are made.

II. SYSTEM MODEL

Consider a large-scale MIMO system on the uplink consis-
ting of a base station (BS) with NV, antennas and K uplink
users with [V;; transmit antennas each, where ¢ stands for the
user index as depicted in Figure 1. Let N; = Zfil Ny; be the
total number of transmit antennas. All users transmit symbols
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Fig. 1. Representation of MIMO system.

from a modulation alphabet B. It is assumed that the sampled
baseband complex signals are available at the BS receiver.

Let x5, € (CNWXl, Xp = [xkl,xk2,~~ ,:L'thk]T, be the
transmitted symbol vector of the k-th user where zy; is its i-th
complex unit energy transmitted symbol. Let Hy € CNrxNex
be the k-th user channel gain matrix, such that its elements,
hn, n,,. denote the complex channel gain from the n-th
transmitting antenna to the n,-th BS receive antenna. In this
work, we assume rich scattering conditions so the entries of
Hj, can be modeled as i.i.d. CA(0, 1) random variables, where
CN(0,1) stands for complex gaussian distribution with zero
mean and unit variance. The received signal vector at the BS,
y, can be written as:

y=Hix; + Hoxo + -+ Hgxg +n, (1)

where n € CN»*1 is the receiving noise vector, modeled by a
complex gaussian random vector with zero mean and covari-
ance matrix JT%I. The considered signal-to-noise ratio (SNR)
by receiving antenna in dB is 10109105—5. The expression on
eq. (1) can be more conveniently written as:

y =Hx +n, 2)

where H = [H;H,---Hg] and x = [x7x? --
()T denotes the transpose operator.

Consider d € CN+*! a given detected symbol vector. The
ML cost of this vector, C(d), is given by:

xE]T. Also,

C(d) =y - Hd|]

= d"H"Hd - 2Real{y"Hd}, 3)

where ||v|| denotes the Euclidian norm of v, ()7 stands
for complex Hermitian conjugate, and Real{z} stands for
the real part of x. The ML solution, dngr,, is given by the
detected symbol vector that minimizes the ML cost among all
possible detected symbol vectors. This minimization problem
has exponential complexity in /V;. On the next section, a low-
complexity high-performance detection algorithm is presented.

The above described scenario represents uncorrelated and
identically distributed communication channels between trans-
mit and receiving antennas subject to Rayleigh fading. This
scenario is referred to as scenario A. A more realistic scenario,

scenario B, where the effects of correlation and lognormal
shadowing were included, was also considered.

In order to add correlation effects, both on transmission and
reception, the Kronecker model for communication channels
[17] was used, where the channel matrix between user k£ and
the BS, Go, € CN»*Nek is given by:

Go, = RY/PHR;/?, “

where R;, and R;, denotes the correlation matrix between
the BS antennas at reception and the correlation matrix
between the user antennas at transmission, respectively. At

equation (4), the operator (-)'/2 stands for the following matrix
relation:
1:{:1:{1/21:{1/2]{7 (5)
The correlation matrices above described are of the form:
— 1 p p4 p(Na_1)2 -
p I p
L p(Nail) “e p4 p 1 i

where N, is the number of antenna elements and p is the
correlation index between neighboring antennas.

In order to include the log normal shadowing effects,
consider the channel matrix G € CN*Ntk between the k-th
user and the BS [18]:

G = BrGoy,, @)
where () is a lognormal aleatory variable given by:
o N (0,1)
B = 1077 ®)

At the above equation, oy is the lognormal shadowing spread
given in dB and N, (0, 1) stands for a zero mean unit variance
Gaussian aleatory variable.

III. LAS SEARCH AND MF-RLB-LAS ALGORITHM

In this section we present a complex valued alternative of
the LAS search procedure proposed in [11] and the MF-RLB-
LAS algorithm as in [16].

A. Complex Likelihood Ascent Search Algorithm

This algorithm consists in a series of likelihood-ascent
search stages where in each stage a sequence of symbol
updates are conduced such that the likelihood cost function
monotonically decreases from one iteration to another. At the
first stage, the symbol vector updates are performed in just
one symbol at a time. Once a local minimum is reached,
one could pass to a second stage where two-symbol updates
are conduced, then 3-symbol updates and so forth. In order
to maintain a low-complexity algorithm, in this work, we
consider only one-symbol updates.

At the first stage, starting from an initial solution d(o), the
algorithm searches for a new solution, d®), that differs from
d©® in exactly one position (one-symbol update), such that
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the ML cost of the new solution is lesser than the ML cost of
the current one. The algorithm continues this procedure until a
local minimum is achieved, i.e., there is no new solution with
lower ML cost that differs from the current solution by one
symbol. The ML cost function after the kth iteration is given
by C(d®) as in eq. (3).

In order to guarantee a monotonic decrease in the ML cost,
lets consider the following development:

Assuming that the pth symbol is updated in the (k + 1)th
iteration, p = 1,2, --- , N;, the update rule can be written as

d* ) = d® 4 \Pe,, 9)

where e;, denotes the unit vector where its pth entry is one and
all the other entries are zero. The possible values of )\,(gk) =
dj(gkﬂ) — dz(gk) depend on the constellation being employed and
on the current value of the pth entry of the vector d¥). For
example, for 4-QAM constellation such as [1 +j,1—j,—1—
j,—1+7], if the pth entry of the vector d® is d¥) = 1+, the
possible values of )\,(gk) are [—2, —2j, —2—27]. Using equations
(3) and (9), and defining G as

G £ HYH, (10)

the ML cost difference, AC’ngH) = CZ(,kH) — C}(, ), can be
written as

ACHETD (AP = NP 2(@),, , — 2Real{ AP "2}, (11)

where (G),,, denotes the pth entry of the main diagonal of
G,z =H(y - Hd(k)), and zék) is the pth entry of the
z¥) vector. In each iteration, the value of ), is evaluated as

argmin .
AR =TI ACKTD (), (12)
where P is the set of all possible )\Z(,k) values. To chose the
position, s, that will be actually updated at the current iteration,
the algorithm considers the position that gives the greater
decrease in the cost function, i. €.
S(k) N argmin

k+1
T pE[L, Ne ACI() g

13)

Other forms of choosing s can lead to different LAS results, as
done in the Multiple Search Candidate Sets algorithm (MSCS)
[19]. If at a given iteration ACS(kH) is not negative, then a
local minimum was reached and the algorithm stops.

B. MF-RLB-LAS Algorithm

The key idea behind the RLB-LAS algorithm is to avoid
local minima by conducing several iterative complex LAS
procedures. In order to maintain the algorithm’s complexity
at low level, at the first iteration, the MF symbol vector result,
d;\(/)[)F’ is employed as the starting point vector of the LAS
procedure and the LAS result, dasr, is elected as the current
decision. For each one of the following iterations, steps 1 to
7 are conduced:

1) Set d(mo) = dSS)F, where m is the iteration index;

2) Chose c¢ randomly from a uniform distribution over
[1,---, N:], where c represents the number of symbols to be
changed from the MF result;

3) Select ¢ values sampled uniformly at random, without
replacement, from the integers [1, - - - , N¢], to form the indices,
i = [i1, - ,ic], of the entries of the MF result vector to be
changed;

4) For | = 1,2,---,c, select dgg)(il) from the symbol
constellation B sampled uniformly at random. Steps 1 trough
4 defines a new starting point symbol vector for the complex
LAS procedure of the current iteration;

5) Perform the complex LAS procedure with d
starting-point;

6) If the ML cost of the LAS result symbol vector is less
then the ML cost of the current decision, update the current
decision as the LAS result of the current iteration;

7) Go to next iteration.

In order to finish the algorithm, a stop-criterion is needed. It
must permit a sufficiently large number of iterations in order
to find good results in terms of likelihood cost, but, in turn, it
must restrict the number of iterations to reduce complexity.
The elected criterion is based on a quality metric, named
standardized ML cost, evaluated by the difference between
the ML cost of the current decision and the average ML cost
of an error-free decision, scaled by the standard deviation of
the error-free decision ML cost. Note that the ML cost of a
error-free detection corresponds to ||n||?, which is Chi-squared
distributed with 2N,. degrees of freedom with mean Nrafl and
variance NTO',?I. Therefore, the standardized ML cost of the
current decision, ¢(d), is given by:

VN,o2
The stop criterion evaluates, at each current decision update,
the number of iterations needed to stop the algorithm, N, as:

Np = (max(cld)(d)vaminﬂv (15)

where ¢; and Npy,;,, are metric parameters and [a] stands for
the least integer greater than a. If, at the end of an iteration,
the algorithm has already reached [V, iterations, it chooses the
final decision as the current decision and stops.

52) as

(14)

IV. NUMERICAL RESULTS

The Bit Error Rate (BER) performance and the computation
complexity in terms of average number of floating-point
operations (flops) of the proposed detectors are analyzed in
this section for scenarios A and B. These results were evalu-
ated by Monte Carlo simulations of a 4-QAM modulation.
They are an average of 1000 independent simulation runs
with 10 symbol vector transmissions per run. Besides the
MF-RLB-LAS, the Multiple Input Vector LAS (MIV-LAS)
and the Multiple Search Candidate Set LAS (MSCS-LAS)
algorithms as presented in [19] were analyzed. The MIV-
LAS algorithm performs three LAS search procedures starting
from the MMSE detection result, the Zero-Forcing detection
result and the MF result, respectively, and chooses as the final
decision the result that produced the better ML cost. On the
other hand, the MSCS-LAS performs a pre-defined number of
LAS procedures, N;, each one employing a different random
update ordering. The average number of flops were computed
using the Lightspeed Matlab Toolbox [20].



XXXIII SIMPOSIO BRASILEIRO DE TELECOMUNICACOES - SBrT2015, 1-4 SET DE 2015, JUIZ DE FORA, MG

BER

—5— MF-RLB-LAS 8x8
—#— MF-RLB-LAS 64x64
— 8 — MMSE/ZF/MF-MIV-LAS 8x8
— % — MMSE/ZF/MF-MIV-LAS 64x64|
10f | —B— 5-MSCS-LAS 8x8

—%— 5-MSCS-LAS 64x64
—%— SISO AWGN
—— SISO Rayleigh - MMSE

L I I I I I
[ 2 4 6 8 10 12

Fig. 2. BER versus SNR curves of MF-RLB-LAS, MMSE/ZF/MF-MIV-LAS
and 5-MSCS-LAS detectors for scenario A.

Figures 2 and 3 present BER per SNR curves for the MF-
RLB-LAS, MIV-LAS and MSCS-LAS algorithms on scenarios
A and B, respectively. For comparison purposes, BER curves
of a Single-Input Single-Output (SISO) system with MMSE
detection for the considered scenarios and BER curves of a
SISO AWGN channel scenario are also presented. In all cases,
the channel matrix is assumed to be known, the number of
antennas per uplink user was set to 2 and N; = N,. The
following algorithm parameters were used in the simulations:
Np.in = 2,c1 = 5 and N; = 5. At scenario B, it was em-
ployed pr = pr = 0.2 and o}, = 6dB. It was evaluated BER
curves for N; = [8 20 32 64 100], but, for clarity reasons, only
the results for Ny = N, = 8 and N; = N, = 64 are presented.
It can be seen from the results in Fig. 2 that, for scenario A,
the BER curves get close to the SISO AWGN result with
increasing N; = N, for all LAS algorithms considered. This
illustrates the capacity of LAS algorithms to approach single
antenna AWGN performance even in large MIMO scenario,
removing spatial interference from other antennas. Also, it
can be noticed that the MF-RLB-LAS achieved the best BER
results, meaning that this algorithm approaches SISO AWGN
performance faster, i. e., it needs fewer antennas in order
to approach SISO AWGN performance. Furthermore, it can
be pointed out that, in scenario A, all algorithms achieved
better BER results then the SISO with MMSE detection.
This indicates the capacity of LAS algorithms to benefit from
spatial diversity provided by the MIMO system.

On the other hand, at scenario B, presented in Figure 3,
the improve on the BER with increasing number of antenna
elements, for the MF-RLB-LAS algorithm, can only be noticed
for high SNR values. Despite that, the MF-RLB-LAS still
achieves better results then the other algorithms, even if its
is compared the MF-RLB-LAS result with N; = N,. = 8 with
the result from the others algorithms with increased number
of antenna elements. Also, It can be noticed that the MSCS-
LAS algorithm was not able to surpass the MMSE SISO
performance, even when it was employed N; = N, = 64.

E
3,
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5-MSCS-LAS 64x64
—8— MMSE/ZF/MF-MIV-LAS 8x8
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Fig. 3. BER versus SNR curves of MF-RLB-LAS, MMSE/ZF/MF-MIV-LAS
and 5-MSCS-LAS detectors for scenario B with p = 0.2 and o), = 0 = 6dB.
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Fig. 4. Average number of floating-point operations by SNR of MF-RLB-
LAS, MMSE/ZF/MF-MIV-LAS and 5-MSCS-LAS for a MIMO system with
Ny = N, = 20 on scenario B with p = 0.2 and o}, = 0 = 6dB.

Figure 4 illustrates the complexity results in terms of
average number of flops per SNR for algorithms MF-RLB-
LAS, MSCS-LAS and MIV-LAS for a MIMO system with
Ny = N, = 20 under scenario B conditions. It can be seen
that complexity for MF-RLB-LAS, in spite of being lower
than the complexity of the other algorithms, increases with
the SNR, achieving a maximum value for high SNR. This
can be explained by the incapacity of the MF detection result
to eliminate spatial interference between transmitted symbols,
especially for high SNR values. This leads the MF-RLB-LAS
algorithm to perform more iterations at high SNR.

Figure 5 shows complexity curves in terms of the average
number of flops per N; = N, at scenario B in log-log scale.
Markers represent the simulation results while lines are the
results of linear curve fits to these simulation results. For the
case of MF-RLB-LAS algorithm, the average number of flops
for a SNR value that achieved a target BER of 10~2 was
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Fig. 5. Average number of floating-point operations by Ny = N, of MF-
RLB-LAS, MMSE/ZF/MF-MIV-LAS and 5-MSCS-LAS for a MIMO system
on scenario B with p = 0.2 and o, = 0 = 6dB.

considered. Although MSCS-LAS algorithm do not achieve
the previous specified target BER for any SNR value, due
to the saturation observed in figure 3, its complexity results
were presented for comparison. Figure 5 also presents linear
and quadratic curves to serve as reference. The results in these
curves indicate that the complexity of the analyzed algorithms
is polynomial on N; = N, with order lesser than 2, since they
are straight lines less inclined then the quadratic reference.
Also, it can be noticed that the MF-RLB-LAS algorithm
has lower computational order then the other two algorithms
because its complexity line is less inclined then the lines of
the other algorithms.

V. CONCLUSIONS

This manuscript extended the analysis of the MF-RLB-
LAS detector, a complex LAS based detector for large-scale
MIMO systems, for multiple antenna multiuser scenarios
where log-normal shadowing and transmit and receive antenna
correlation were considered. It was shown that, even for
such channels, this detector achieves good BER performance
with polynomial computational complexity on the number of
transmitting antennas of order less then 2. The MF-RLB-LAS
algorithm performs several LAS iterations starting from initial
random vectors derived from the matched filter detection result
and chooses the LAS result of the iteration that achieves the
best ML cost. Monte Carlo simulations were performed in
order to obtain BER versus SNR performance curves and
computational complexity curves in terms of average number
of floating-point operations per SNR and per total number
of transmitting antennas for two distinct scenarios: the first
one considered only fading effects according to the Rayleigh
model. In the second scenario, the effects of transmitting
antennas and receiving antennas correlation and lognormal
shadowing were incorporated. The performance and complex-
ity results of the MF-RLB-LAS algorithm were compared to
the results from the MIV-LAS and MSCS-LAS algorithms,
that are also based on the LAS procedure. The proposed

MF-RLB-LAS algorithm achieved better performance and
complexity results then the other two analyzed algorithms in
both scenarios.
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