
XXXI SIMPÓSIO BRASILEIRO DE TELECOMUNICAÇÕES - SBRT2013, 1-4 DE SETEMBRO DE 2013, FORTALEZA, CE 1

Complexity Reduction of Turbo Decoding Based
on Decision Thresholds

Luís O. Mataveli and Celso de Almeida

Abstract—In this paper we propose a method for reducing
turbo decoding complexity. Based on decision thresholds, some
calculations are previously considered negligible, and it is pos-
sible to reduce the number of calculations required to perform
turbo decoding. Simulations show that almost 40% of the state
metrics (α and β) and 25% of the LLRs (Log-Likelihood Ratios)
calculations can be eliminated. With the same idea, decision
thresholds can be used to take decisions on the information
bits based on the LLRs, achieving good decoding complexity
reduction, especially for high SNR (Signal to Noise Ratio).

Index Terms—Turbo decoding, complexity reduction, decision
thresholds.

I. INTRODUCTION

Turbo codes [1] are widely used in wireless communication
systems with the purpose of error correction. They are used in
satellite communications, WiMAX, LTE standards, etc., and
have high decoding complexity. Currently, smartphones, for
example, have to support multiple radio standards, media and
graphics applications, which results in a charge of about 1011

operations per second limited to a power of 1 Watt [2]. More
than 50% of the operations are performed in the radio pro-
cessing layer (demodulation and decoding). The processing
required for decoding using turbo codes, is much higher when
compared to other processes such as equalization, channel
estimation, interference cancellation and timing [3]. So it
is important to reduce the number of operations in turbo
decoding.

There are some papers that propose different methods
for reducing turbo decoding complexity. For example, [4]
proposes a method where the LLRs in the current and in
the previous iterations are compared. If LLRs have similar
values, it takes a decision on the information bit. In the next
iteration, the trellis section associated with the decided bit
is discarded, reducing the number of calculations. However,
to use this method it is necessary to perform at least two
complete iterations.

Another method, proposed in [5], takes decisions based
on the LLRs using a decision threshold. The branches cor-
responding to the decided bits are removed from that trel-
lis section and the survivor branches are connected to the
branches in the neighboring sections. This method achieves a
good complexity reduction, but it has a waste of time of about
6% due to the processing required to connect the branches of
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the trellis. Besides these two methods, there are others in the
literature [6], [7], [8].

In this paper, we propose a new method of complexity
reduction that consists in first removing the "weak" branches
of the trellis, i.e. those branches that have small metrics (α, β
and γ). Through simulations, we note that these branches have
negligible metrics when calculating the LLR. The branches
are classified as "weak" based on decision thresholds. Another
threshold is defined that take decisions on the information
bits based on LLRs, which avoids the calculation of more
iterations when it is not necessary.

The performance in terms of bit error rate (BER) and
complexity are obtained as a function of the ratio Eb/N0 using
the Monte Carlo simulation method.

In Section II we analyze the complexity of turbo decoding
and in Section III we describe the proposed method to reduce
the complexity. The results are shown in Section IV and the
conclusions in Section V.

II. TURBO DECODING

In this paper we consider a turbo code formed by two
recursive systematic convolutional codes of rate rc = 1/2, con-
catenated in parallel and separated by a random interleaver.
Puncturing is used, resulting in a turbo code of rate rt = 1/2.
For turbo decoding it is considered the MAP (Maximum
A Posteriori) algorithm, but we believe that the complexity
reduction technique proposed in this paper can also be applied
to Log-MAP and Max-Log-MAP algorithms.

The MAP algorithm [9] provides a number that is the
probability a posteriori of the information bit bk be 1 or −1.
This probability is the LLR (Log Likelihood Ratio) which
it is calculated by the logarithm of the ratio between the a
posteriori probability of a particular bit be 1 and −1. The
LLR is given by:

L (bk|y) = ln

∑ (s′,s)⇒
bk=+1

αk−1 (s
′) .γk (s

′, s) .βk (s)∑
(s′,s)⇒
bk=−1

αk−1 (s′) .γk (s′, s) .βk (s)

 (1)

where (s′, s) ⇒ bk = +1 represents the transitions from
state s′ to state s, corresponding to information bit bk = +1
and, in the same way, (s′, s) ⇒ bk = −1 is the transitions
corresponding to information bit bk = −1. State metrics (α
and β) are calculated recursively as illustrated in Fig. 1 and
are expressed as:

αk (s) =
∑
s′

αk−1 (s
′) .γk (s

′, s) (2)
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and

βk (s
′) =

∑
s

βk+1 (s) .γk+1 (s
′, s) , (3)

where k is the trellis section identifier and the branch metrics
are given by:

γk
(
s′, s
)
=

exp (Le/2)

1 + exp (Le)
exp

[
1

2
(xsLe + Lcxsys + Lcxpyp)

]
, (4)

where Le is the extrinsic information that is just calculated
by the previous decoder for the information bits, ys and yp
are the received samples corresponding to the systematic and
parity bits, respectively. xs and xp are the encoded systematic
and parity bits, respectively, associated to each branch of the
trellis. Lc is the channel reliability, that is given by Lc =
4 · rt ·Eb/N0, where Eb/N0 is the ratio between bit energy and
noise power spectral density.
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Figure 1. Recursive calculation of αk (s) and βk (s′).

We can measure the turbo decoding complexity by the
number of operations necessary to calculate (1) to (4), that
is proportional to the number of branches in the trellis,
n = 2i+mt , where i is the number of input bits and mt

is the number of memories in the constituent convolutional
encoders. Calculations are made for γk (s′, s) in all branches
in the trellis, for αk (s) and βk (s′) in all states and for LLR
in each trellis section. These calculations are made in each
constituent decoder and repeated in all iterations.

The proposed method aims at eliminating some of these
calculations based on decision thresholds, as described in the
next section.

III. METHOD FOR REDUCING TURBO DECODING
COMPLEXITY

As seen in the previous section, the turbo decoding using
MAP algorithm requires many calculations. In this section we
present a method that eliminates some calculations of turbo
decoding.

The proposed method consists in eliminating the "weak"
branches based on decision thresholds. First, we set two
thresholds, one for αk−1 (s′) and βk (s) named Lαβ , and
another for γk (s′, s) named Lγ . With these thresholds, the

following rule is used for the state metrics calculation:

• If (αk−1 (s′) ≥ Lαβ) or if (γk (s′, s) ≥ Lγ);
• Then αk (s) is calculated.
• Else, the branch is discarded.

Thus, a branch must be considered in the calculation of αk (s)
when αk−1 (s′) or γk (s′, s) have high values. When both are
small, the branch is classified as "weak" and it is discarded
prior to performing the calculations.

Similarly, we have the rule for βk (s′) calculation:

• If (βk+1 (s) ≥ Lαβ) or if (γk+1 (s
′, s) ≥ Lγ);

• Then βk (s′) is calculated.
• Else, the branch is discarded.

The calculations of αk (s) and βk (s
′) consider all branches

reaching each state in the trellis, as shown in (2) and (3).
The proposed method avoids some of these calculations,
because based on decision thresholds it is possible to know
that the state metric contribution is very small and therefore
can be discarded. For example, consider that αk−1 (1) and
γk (1, 0), in Fig. 1, are smaller than Lαβ and Lγ , respectively.
Thus, these terms are discarded and the computation of
αk (0) = αk−1 (0) · γk (0, 0) + αk−1 (1) · γk (1, 0) is done
by αk (0) = αk−1 (0) · γk (0, 0). In the LLR calculation in
(1), if any αk−1 (s

′) or βk (s) is not calculated, then the
multiplication αk−1 (s

′) · γk (s′, s) · βk (s) is not calculated
too. To use the threshold Lγ , in this method we calculate all
the branch metrics of the trellis.

The second part of the proposed method consists in
defining a threshold for LLRs, named Lllr. With this
threshold, we set a decision criterion to previously decide
the information bits and stop decoding:

• If |LLRk| > Lllr for all bits in a block, i.e., for
1 ≤ k ≤ N , then stops decoding.

where N is the information bits block length.
The second part of the proposed method consists in defining

a reliability threshold for the LLRs. That is, if the absolute
value of LLR is large, then we believe that it will not change
its signal in the subsequent iterations, keeping the same
decision on the information bit. For example, if LLRk = 15
and Lllr = 10 then we can decide b̂k = 1, because probably
LLR will not change the signal in subsequent iterations. When
all LLRs in a block are reliable, i.e., their absolute values are
greater than the threshold Lllr, then the decoding process ends
and it is not necessary to calculate any additional iteration,
reducing the decoding complexity. The results presented in
Section IV show that with the threshold Lllr = 10 it is possi-
ble to reduce decoding complexity without any performance
degradation.
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IV. RESULTS

The results are obtained by simulation using the Monte
Carlo method. The turbo code consists of two recursive
systematic convolutional codes (RSC) with matrix generator
G = [7, 5] in octal form, and separated by a random
interleaver. We consider puncturing resulting in a turbo code
rate rt = 1/2. The information bits are transmitted in blocks
of 1000 bits and we analyze performance and complexity by
considering an AWGN channel.

System performance is evaluated in terms of bit error
rate (BER) as a function of Eb/N0. We consider that the
complexity is given by the number of calculations to perform
turbo decoding using the proposed method normalized by
the number of calculations to perform the original MAP
algorithm.

In simulations, we have observed that the thresholds Lαβ =
0.25 and Lγ = 10−3 achieve good complexity reduction with-
out any performance degradation. Thus, at first we analyze
the performance and complexity considering these thresholds.
After that, we also consider a threshold for the LLRs.

Fig. 2 shows the turbo code performance considering only
thresholds Lαβ and Lγ for different number of iterations.
As a reference, the dashed line shows the turbo code per-
formance using original MAP algorithm after 8 iterations.
Comparing to the proposed method after 8 iterations with
original MAP algorithm, we can see that both have almost
the same performance. For Eb/N0 greater than 2.5 dB, the
decoding performance using the proposed method is slightly
better than the original MAP algorithm, but this is due to
imprecision in simulations.
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Figure 2. Reduced complexity turbo decoding performance for Lαβ = 0.25
and Lγ = 10−3.

Fig. 3 shows the normalized complexity as a function of
Eb/N0 and the number of iterations. The complexities of α
and β are given by the number of calculations in (2) and
(3) and are shown in the first and second graphs. Complex-
ity of LLR is measured by the number of calculations of

αk−1 (s
′) .γk (s

′, s) .βk (s) in the numerator and denominator
of (1), and is shown in the third graph. We can see, for
example for Eb/N0 = 3 dB, that the complexity of α and β is
95% and 70% in the first and second iterations, respectively.
In the third iteration, the complexity is about 63%, i.e. 37% of
computation reduction. The complexity to calculate the LLRs
drops to 75% in the third iteration. Fig. 2 and 3 show that it
is possible to eliminate many calculations in turbo decoding
without performance degradation.
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Figure 3. Normalized complexity of turbo decoding for Lαβ = 0.25 and
Lγ = 10−3.

We can also significantly reduce the number of calculations
when we define a threshold for the LLRs. After each iteration
the absolute value of all LLRs is compared to the threshold
Lllr = 10. If all values in a block are higher than the
threshold, then the decoding stops and a decision is taken
to decide all information bits. Thus, it is not necessary to
do more iterations, if the LLRs are reliable. Fig. 4 shows
the performance and Fig 5 shows the complexity of α, β
and LLRs. When no iteration is performed, complexity is
considered to be zero. We can see that for Eb/N0 = 3 dB,
it is not necessary to do more calculations from the fourth
iteration. In the first iteration the turbo decoder still needs to
do about 95% of the calculations, which is expected because
it is still early to take a decision on the information bits. In
the second iteration, the decoder does only about 70% of α
and β and 80% of LLRs calculations. In the third iteration
the number of calculations decreases to 25% for α and β
and 30% for LLR. In the fourth and higher iterations, the
complexity is almost zero.

Fig. 5 shows that the decoding complexity decreases when
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Figure 4. Reduced complexity turbo decoding performance for Lαβ = 0.25,
Lγ = 10−3 and Lllr = 10.

Eb/N0 increases. For higher values of Eb/N0, for example
10 dB, the simulations showed that it is only necessary to
calculate the first iteration when Lllr = 10.
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Figure 5. Normalized complexity of turbo decoding for Lαβ = 0.25,
Lγ = 10−3 and Lllr = 10.

V. CONCLUSIONS

We have proposed a method for reducing the turbo de-
coding complexity based on decision thresholds. The perfor-
mance and complexity using this method were compared with

the MAP algorithm and we have concluded that it is possible
to have the same performance in terms of BER, but with
lesser complexity. Complexity is measured by the number of
operations required to calculate the state metrics (α and β)
and LLRs.

The complexity reduction varies with Eb/N0 and with the
number of iterations. For Eb/N0 = 3 dB the complexity
reduction was 37% for α and β calculations, and 25% for
LLR for 3 or more iterations. When we have also considered
a threshold for LLRs, the complexity goes to zero after the
fourth iteration.

When the thresholds Lαβ and Lγ decrease, most metric
states have to be calculated, increasing the turbo decoding
complexity, but improving BER. Otherwise, as thresholds
increase more metrics are ignored in the calculations, which
reduces the decoding complexity, but increases the BER.
According to simulations, with thresholds higher than the
proposed ones, the complexity decreases, but BER increases
considerably.

Regarding the threshold for LLRs, the complexity increases
when Lllr also increases, because fewer LLRs will be smaller
than the threshold. When Lllr decreases, the complexity
also decreases, but BER increases. We showed that with a
threshold Lllr = 10 it is possible to achieve a good trade off
between complexity reduction and performance in terms of
BER.

Hence, we conclude that the proposed method is efficient,
since it is possible to reduce the turbo decoding complexity
without any significant performance degradation.
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