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Traditional, Lengthened and Shortened LT Codes
Comparison

Guilherme R. Colen, Weiler A. Finamore and Moisés V. Ribeir

Abstract— Shortened and lengthened systematic Luby Trans- results are given in Section IV and the concluding remarks ar
form Codes (LT-codes) have been shown, in this paper, to penfm  in Section V.
better than their equivalent mother codes by simulating trans-
mission of LT-coded information over a binary erasures chamel.
The performance is improved as the shortening (lengthening Il. LT-CODES

factor is increased while reducing (keeping) its complexit, when We describe in this section the LT-encoder-decoder pair
compared to the complexity of the mother code. The reported !

performance of both shortened and lengthened systematic LT together with some useful degree distributions. [1], [Z]. [
codes were obtained by designing the codes by using a truneat Some notations which will ease the discussion of the length-
robust soliton degree distribution. Our results shows alsathat ened and shortened LT-codes are also introduced.

systematic LT-codes (despite the degree distribution) p&rms

better than non-systematic LT-codes.

Keywords— Shortened LT-codes, Lengthened LT-codes, Sys-A' LT-encoder

tematic LT-codes, Fountain Codes. Let us consider that a vectar = (uy,us,...,u;) With
k symbols is to be encoded. Both vectarand the vector
c = (c1,c9,...,c,) that appears at the encoder output have
. INTRODUCTION components belonging to the s, 1}. The components;,
Luby-Transform Codes (LT-codes) have being proposed fo=1,...,n are related to the input vector by
protect data transmitted over channels that can be treated a &
Binary Erasgre C_hannel (BEC). A binary symbql transmitted cj=u-g; = ZW i (1)
over a BEC is delivered, at the channel output, either theesam =

as the transmitted symbol or declared to be erased if not recij-

ognized as @ nor al. Many practical communication systemé}’: eregjd: (951, gjtv?’ e ,gt]-_;k),care t?e iglun:r? vecéors of thet
are well modeled by scenarios that incorporate the BEC. »n code generating matrix. Lonstructing the code generator

: : . trix involves using the theory developed and explained in
As praised in many previous papers [1] LT-codes are lol)@ ) .
complexity codes which are very efficient. They are verhe paper by Luby [1] and extended in other papers [4]. This

efficient in that they transmit, with high probability of stess, dm(iunt?, _';1 ;??hgng(,)lltj?nr?s\tlzk(;!clspsmgn:jhetngtglr:jlizg Vv\\lliligﬂts

over a BEC with capacity” bits/channel-use, a block df vfacg)rwcfrjn onents (the matrix elemen'és on columgnNiII

binary input symbols, by using binary-codewords with Id,fngtbe set tol pThe vector of weights of the column vectors

n not much larger thang, the minimum number of bits ~~ (dy d2' d,) are to be c%osen at random and. in thi:s

:ﬁgu\gg ebgfk,s?r? : ?\ci);hserc ?hs;nr;?fli c(i:gr? ér;g theorem. The Iong&arnse’ can be viewed as the values observed when a sequence
LT-codes can be viewed as linear block codes with cod

8[ equally distributed random variablé®., Do, ..., D,,), is
words c; of length n obtained by the multiplication of the sampled according to a finite support probability distritmnt
corresponding information-word;, of lengthk, by ak x n

specified byP(D; = i) =p;, (j=1,...,n; i =1,...,k).
matrix G (code generating matrix). The LT-codes are designe?d1Ce the Wte'ggdj (;)f ggludmn ;]/_ecr:]torgj has beten e.S”taE“Shef’t
by constructing a degree distribution which (as will be fatd' 'émains to be decided which components will be Set 1o

. . one. This can be done by selecting, at random and with equal
explained) plays a fundamental role in the system perfor obability, thed, input symbols which will be summed up

mance. A procedure widely used to build new block codjg

is to introduce simple modifications to a good mother co 8Lorm the co?jewordbcc;mponfr?}. der d ibed by 1 and
[2] rendering a modified code with improved characteristics correspondence between the encoder described by 1 an

The analysis made, by simulating the transmission of e%_bipa_rtite graph can now be_easily introduced_by assogiatin

coded blocks trough a BEC channel, has shown that shorter(?é/:c?n ryt'hnepléto?énvcg%uiswrﬁggecg]npgénss(js?éigg % tlg g]ne:r?:(;Zer
and lengthened LT-codes performs much better than plain L\é?]t ,ut nodes,. This yra thiII have an edae. connectin

codes. Our study has focused on systematic LT-codes. P j- IS grap . . 9€; 9
. . g : dwodeSai and g; if the generating matrix element; = 1.

The paper is organized as follows: Section Il presents a €A svstematic LT-code will have generating mat. —

scription of both the conventional LT-codes. The shortesed! y 9 9 o

lengthened LT-codes are presented in Section III. Simarati 1+ | P, whereI; is an identity matrix of sizet and P
is a k x (n — k) generator matrix, constructed by tacking

The authors are with the Universidade Federal de Juiz de Fimancial (1€ Pmper degr_ee distribution simil_arly to what is done f_or
support of FAPEMIG and CAPES is gratefully acknowledged. matrix construction of non-systematic LT-codes — the choic
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of degree distributions for systematic codes will be fullgardinality Zizlclw, is the set with edge$f,,. ;, m.i)
explained in section II-C. where (j,i) are positions in matrix(}am corresponding to
The encoding procedure for a fixed rate encoder with g, j; = 1.
input symbols andh output symbols is summarized by the
following algorithm — thisLT-encoder is said to operate atDefinition (Graph reduction).
rate Rrr % or, in other words, with an expansion ratidVe say that a graphG,, is reducible if there is one
pLT = T component of vectod,,,, which is equal tol. The reduction
takes place by first identifying the degréevertex j,, j/,
with associated value, ;, with smallest index;’. Let
the edge connected to this node 08, ;/,anm /). The
reduction transformation proceeds by constructing theovec
u,,.1 With the same values attached to vecioy, except
for the value attributed to vertexi,, i, (an erasure)
which is replaced by the value,, ;. The subset of the
f£-nodes which are neighbors ta,, ;, the newly valued
a-vertices, namelyN,. i = {Bm j1s Bm.jy, - Bm.ar, }, are
next identified and a vectdd,, 1 is created which has the
same values attached to vectgy except for the components
{em.jt> Cmyjys - > Cm,, } Which are to be replaced by
{C'rn,ji 52 /C\m,j’v C'rn,jé 2] /c\'rn,j’; sy C'rn,J,{" @ /c\'rn,j’}- Fina”y,
the reduced graply,,.; is the graph that remains when

B. LT-decoder _ ! . .
suppressing the-verticesa,,, ;» and thes-vertices belonging

We next describe the decoding procedure. This proced%eN » (and, of course, the corresponding edges). ¢
works for non-systematics and systematics codes. Let us ’ ’

suppose that the codeword has be transmitted and that

v = (v1,v2,...,v,), the BEC channel output, has been

delivered to the receiver. Since the erased symbols are of n

use the first decoding step is to identify the position of the — : )

erased symbols and, after purging these symbols, to adjustl) Initial recursion decoding step

accordingly, the degree sequence to be used by the decagler. W @) Initialize the the recursion step counter:= 1,

are considering that synchronism issues have being handled  b) Set the initial recursion decoder degree sequence

and that the decoder degree veclor= (d1 1,d1 2, ..., d1n) tod,, = (d1,1, d12, - -, diw);

are the degrees of the’ < n non-erased received symbols Specify thed;-matrix Gz by constructing the

¢ = (c11,¢1,2,...,¢1,n) (it should be noticed that, matrix column-vectorg,, ; = (g1,j,1, 91,5,2: - - - »

corresponds to the codeword that would have being traresnitt g1,5,k) according do the degree sequeﬁq:e

wered; the encoder degree vector). Set the initial recursion decoder input to be the
The decoder task is to estimate the transmitted informa- sequence,, = (¢1,1, ¢1,2, -- -, C1,n/);

tion u. To begin with, at Step 1, the decoder input is the vector, Set the initial recursion decoder output to be the

of dimensionn’, ¢; with its associated degree vectbr. To sequence, = (U1, 41,2, - .., U1,x) With uy o =

begin with, the estimated transmitted information (decode Eforal¢=1,2,...,k;

LT-encoding Algorithm
1) Initialize the encoder:

a) Specify the encoder degree sequende
(dla d2a AR dn)

b) Specify thed-matrix Gq by constructing the ma-
trix column-vectorsg; = (9.1, 95,2, - - 9;k) ac-
cording do the degree sequente

c) Set the encoder input to be the sequemnce=
(’u,l,UQ, . ,’U,k).

2) Generate the transmitted-codewortind the encoder
outputc = (cy, ca, ..., c,) according to equation 1.

The decoding procedure is summarized next.

cf_T—decoding Algorithm

c)

d)

e)

output), uy = (U1,1,u1,2,-..,U1,k), IS Set to be a sequence fy Set G4 = (An,Bm,&n) — G is the ini-
of erasures, i.e., for all = 1,...,k the estimated symbol tial decoding-graph whereB,, = {fmn,
values are set to erasures #r; = E. Brmjas -+ Bm,g,t 1S @ cardinality J,, set

The  decoding procedure  starts with  vectors of vertices associated to vectat;, A,, =
(El, d,, ﬁl) and produces a sequence of vectors {@m,irs Wmins - - -, i, 1, + IS @ cardinalityl,,, set

of vertices, associated to vectar, and&,; is a
cardinality>"?' | d; . set with edge$s,,,;, m,i)
where (j,i) are positions of matrixGq, corre-
sponding tog,, j; = 1.

2) If graphg,, is irreducible, go to final step (Step 5) —

{(¢1, d1, w1), (€2, d2, W2), ..., (Cp, din, U} by suc-
cessively transforming the triple of vectofg,,, d.,, t,)
and associated d,,-matrix Gg,, into the triple
(Cmt1, dimt1, Umg1) With associatedl,, +;-matrix Gaq,, ., -
To define this transformation which will be nameptaph

reduction let us recall that to every triple(Em, d,,, ﬁm)
there is graplg,, (uniquely) associated with it.

Let the triple(¢,,, d,,, 1) and associated graph g, =
(-Am; Bm; gm)- The Seth = {ﬁm,jl ’ /B‘H'L,jQ) v ;Bm,Jm}y

a decoding failure has occurred;

3) Make a graph reduction by setting,, 1
(Ams1, Bimi1,Emy1) — Gmy1 is the reduced graph
with associated the tripléd,, 1, Cint1, Um+1);

with cardinality J,,, is the set of vertices associated to vector 4) If there is a symboli,,+1, = E for some/{ =

¢,, — these will be called-nodes or3-vertices. Thev-nodes
set, Ay, = {miiys ¥miny - - - .1, }, With cardinality I,,,,

m

is the set of vertices, associated to vectoy. &,,, with

1,2,...,k, increment the recursion counten (= m+1)
and return to Step 2;
5) Stop — the estimated transmitted sequence is given by
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U= Upi1- I1l. M ODIFIED LT CODES

In this section, we describe two systematic LT-codes mod-
ifications named the Lengthened LT-Codes and Shortened
C. Degree Distributions LT-Codes. These are well known code modifications which
LT codes do work properly only if a good degree distriFonS'StS in either augmgntlng the length of the information
o ) . ) . sequence by concatenating to it a block of known symbols
bution is designed. This section describes thus some rdleva _ . .
N . : Or substituting a block of symbols from the the information
degree distributions that can be found in the literaturee Tge uence by a known block of svmbols. The effect of these
first degree distribution, the Ideal Soliton Degree Disttibn q y y )

(ISdd), introduced in [1], is expressed by procedures is to improve the LT-codes performance.

{ 1/k, ford =1, A. Lengthened LT Code (LLT-code)
p(d) =

ford=2,3, .., k (2) This modification is achieved by pre-appending a block
of ¢; known bits to the original information sequence

where p(d) is the probability that a given node has degregOnsidering thaty is the length?;, block of known symbols
d. The 1Sdd distribution has however some drawbacks, H resulting block isu, = (uo, u). Our simulation results
pointed out by Luby who proposed, in [1], a more practiceﬁhOW no notlcegble change of performance if the vector of
distribution, namely the Robust Soliton Degree Distribnti Known symbols is a random vector or a vector of all ones or
(RSdd). In order to specicy the RSdd, let us first introduee till zeros. The systematic LT-code is now designed to encode

1
ad—1)°

function a length/; + k augmented input vector i.e., has generating
matrix G57L = [IkJrgL | PL], of sizely + k xn+ . It
s ford=1,2,.., £—1, should be noticed that, at the encoder output, the codeword i

(d) = RIn(R/S) g0 gk 3) ¢, = (ug, c), yet only the part is to be transmitted (sinoa,
koo R is meant to be known by the both the encoder and decoder).
0, ford=%+1, .., k, At the receiver, the concatenation of the received infoiomat
v and the blockuy of known symbols is fed to the decoder.
in which ¢ is the probability of LT decoding failure and, for The LLT-code, has ratéiir = % equal to the rate of
some suitable constant> 0, R = cIn(k/5)v'k. The RSdd is the mother code (the original code from which the LLT-code
then defined as has been derived). We will refer to the ratio &f and & as
o(d) + 7(d) the lengthening factok;, = “&. Notice that complexity of the

k
= . (4) LLT-codes can remain the same as that of the plain systematic
k .
i1 (p(d) +7(d)) LT-codes if one takesy = 0.

1(d)

Further improvement were obtained by Tee at all [3] wh
proposed the Improved Robust Soliton Degree Distributiogn' Shortened LT-Code (sLT-code)
(IRSdd). To describe the IRSdd let us introduce theRet Shortened LT-Codes represent a code modification with

{d; | k- p(d;) < 1}. We thus have smaller the encoding and decoding complexity as compared to
the complexity of an equivalent LT-code of same rateyjf=
w(d)+v ford=1, 0. It forces/; of the k input symbols to have known values

and doesn't increase the number of input symbols. We will

/
pid)=q nld) ford ¢ D, (5) indicate the new input vector by the notation = (ug, u)
0 for d € D, and let/, = |ug| be its length. The information vectar thus
has lengthk, = k£ — ¢, and the transmitted vecterhas length
wherev =3, pu(d). ns = n — £,. The same matriG ., will be used to construct

the encoder and decoder. One thus have
The distributions previously described are devised togiesi

non-systematic codes. Systematic LT codes can be builtby us k.

ing the Truncated Robust Soliton Degree Distribution (TRSd Rspr = o

proposed in [4] defined by ks— 0 @)
L+ R40), for d = 7, n—ts

andRs;,r < Rpr.
B 73_ [d(;_l) + d_l%k} , for d = 2+, ..., k—}'g -,

Q(d) = P L When comparing sLT-codes and LT-codes on an equal rate
Bk {hl (?) + %1,1} , ford=", basis the encoder has to output vectors of size= %
0, for otherwise The mother-code generating matrix will e, and the new

(6) generator matrix to encode thg = k& — ¢, input block is
where v is an integer number such that< v < R and G, = [Ir, | Ps], where, it should be noticedz; ; is a
B =73 41p(d) + 7(d)] +v. ks X ngs Systematic generator matrix. The sLT-code, with
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input symbols andr» output symbols, operates thus with ¢
shortening facton\, = % We thus haven; = n(1 — Ay).

IV. RESULTS 0°F
In this section results obtained via computer simulatioes &
presented and discussed. Simulations were run by tramsgnitt « \

the LT-encoder output trough a BEC. To design the encodks

we have used, in all cases, the parameteand ¢ equal to T s
0.1 and0.02, respectively. 10| AT LIRS \
We start by examining the influence on the performance ST
the LT-code code when the degree distributions discussed —A— SLT-IRS
Section 1I-C are selected to implement the code. Systeme — ;o+l-——t 1% . ‘
- - 0.8 0.85 0.9 0.95 1
as well as non-systematic codes were examined. We n 1-p,

compare the performance of LT-codes with the performangg. 1. BER versus Channel Quality for systematic and nmtesnatic
of modified codes, namely, LLT-codes and sLT-codes — th&codes with 1Sdd, RSdd, IRSdd and TRSdd degree distdhsti
degree distribution rendering the best LT-code performanc
was selected in all cases. 0
The performance of LT-codes for several degree distrib
tions are displayed in Fig. 1-3. In Fig. 1, where the perfo
mance parameter is the Bit Erase Rate (BErR) the rest
obtained for fixed-rate, systematic and non-systematie, L
codes withk = 500 andn = 743 are presented — four
degree distributions, namely 1Sdd, RSdd, IRSdd and TRS
were examined. For the TRSdd we have chosen the va

107t

FR

v = |R| = min{x € Z|z < R}. Observing Fig. 1, one realize 52| —o— 11-rs
that IRSdd is the best degree distribution for non-systema +gj§;§
. . . . . N
codes. But, the best Degree Distribution for systematiesasl oS
TRSdd. We also see, moreover, considering all the examir —A— SLT-IRS
degree distributions, that systematic LT-codes have abel o3l . .
BErR performance than non-systematics LT-codes. Anotfr o8 oo 10-'9pe oo '

interesting observation is that the LT-codes designed unggy. 2. FR versus Channel Quality for systematic and notesyatic LT-

the TRSdd are worthless. In Fig. 2 the Failure Rate (FR) ofdes with ISdd, RSdd, IRSdd and TRSdd degree distributions

the examined LT-codes, again with= 500 andn = 743,

is exhibited. Similarly to what has been observed under the )

BErR-performance, Systematic LT-codes, constructed with Fig- 4 shows that whe#y, or /; increase the code’s perfor-

TRSdd, yields the best FR-performance when compared to'fi@nce improves. It also shoyvs that lengthened or shortened

counterpart and performs better then the best non-system&pdes is better than conventional LT-codes. Moreover,tshor

LT-code (constructed with the IRSdd). Comparisons of LTNINg proves to be better than lengthening, in this sitnatio

codes operating in rateless mode — i.e., codeword symboldig- 5 displays FR versus Channel quality for the same

are transmitted until all information symbols are corngctiScenarios as that on Fig. 4. Again, at equal rates, shortened

recovered — can be made by observing the plots on Fig_(ques performs better than lengthened codes and improved

These plots illustrates the redundancy (versus the BEGtyualtheir performances a&, or /, increase.

required in order to recover alt symbols correctly. It can  Finally, Fig. 6 shows the redundancy, versus channel qualit

be seeing that the systematic LT-codes constructed under i@uired to ensure that all symbols are correctly recovered.

TRSdd will require the smaller redundancy on a good qualitp this figure, we see that for channels with > 0.9 all

channel . smaller 0.15). When non-systematic LT-codegodes performance are about the same. Otherwise, he best

are considered the IRSdd is the best independently of th@rformance is obtained with shortened codes. For example,

BEC quality. Important to highlight, in this figure not appeadt p. = 0.8 LT-codes require tha2.55k symbols be received

the TRSdd for non-systematics code because this diswiputPefore all symbols are recovered. Lengthened LT-code$, wit

does't work for non-systematics codes. AL = 0.3, requires2.075k while shortened LT-codes, with
The main contribution of this work is the analysis of‘s = 0.3, requires onlyl.631% symbols to be received.

the performance of lengthened and shortened systematic LT-

codes. This comparison is showed in figures 4 to 6. To every

simulation shown in these figures we have yse | R|. Fig. V. CONCLUSIONS

4 presents the BErR versus Channel Quality for conventjonal Shortened and lengthened LT-codes have been investigated

lengthened and shortened systematic LT-codes built underthis paper. The most relevant observation, is that the

TRSdd. shortened codes performs better than their counterpahtsrei
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Redundancy

Fig. 3. Redundancy versus Channel Quality for systematid mon- Fig. 5. FR versus Channel Quality for tradicional, leng#teand shortened
systematic LT-codes with 1Sdd, RSdd, IRSdd and TRSdd degjspebutions. systematic LT-codes with TRSdd degree distributions.

2.6

—'—)\L:)\SZO
2.4 ——A =01 |
—A—)\L=0,3
2. —Q—AL=OA5
——A_=01
+AS=O.3
——1A =05

N
T
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Redundancy
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S o) oo}
i i n

=
N
i

. i i ‘
‘ 002 0.8 0.85 0.9 0.95

1—pe

107° T i i i
0.8 0.82 0.84 0.86 0.88 0.9

1- pe
Fig. 4. BErR versus Channel Quality for tradicional, lergted and Fig. 6. Redundancy versus Channel Quality for tradiciotealgthened and
shortened systematic LT-codes with TRSdd degree disimifsit shortened systematic LT-codes with TRSdd degree disivifisit

in terms of redundancy, failure rate or bit erasure rates TH} Pinary erasures channel if the code is to be used in unicast
performance is much better when operating on a poor chanfi§de- |f multicast transmission is needed further invesin

(p. < 0.9) — which may be advantageous when the channi] required. We are currently investigating the use of medifi
quality has a wide range variation. Shortened and lengtherld -C0des when used on channels other than the BEC.

LT-codes have their performance improved as both the shorte

ing rate and the lengthening rate are, respectively, iseka ACKNOWLEDGEMENTS
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